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ABSTRACT 

 

Uncontrolled cell proliferation in lung tissues is what is known as lung cancer. Early Lung Cancer detection may 

hold the key to the disease's recovery. This research examines non-invasive techniques to aid with nodule detection. 

From the Computer Tomography (CT) pictures, it provides a Computer Aided Diagnosis System (CAD) for the 

early diagnosis of lung cancer nodules. The use of CAD systems aids radiologists in providing more accurate 

diagnoses when interpreting images. This method's main objective is to develop a CAD system for classify the 

nodule and using computed Tomography images to classify the lung cancer. In order to determine the optimal 

treatment plan for patients and their possibility of survival, convolutional neural networks can more quickly and 

reliably recognize and classify various kinds of lung cancer. The benign tissue, adenocarcinoma, big cell carcinoma, 

and squamous cell carcinoma are all considered in this work. 

 
Keywords: cancer detection, computer aided diagnosis, cancer nodules, convolutional neural networks, benign tissue, large 

cell carcinoma, squamous carcinoma, adenocarcinoma. 

 

INTRODUCTION 

 

The most prevalent type of cancer and the main reason for cancer-related deaths worldwide is lung cancer. Lung 

cancer is the cause of 5.9% of cancer cases and 8.1% of cancer-related deaths in India [1]. Squamous and small cell 

lung cancer histologic forms, which are highly related with tobacco use, used to dominate the epidemiology of lung 

cancer in India. Later, adenocarcinoma began to replace them, and currently it is the predominant histologic type. In 

order to screen for lung cancer, low-dose computed tomography (LDCT) of the chest is a well-established method. 

Nevertheless, India lacks a formal lung cancer screening program despite having a sizable lung cancer burden. The 

widespread implementation of LDCT screening has been hampered by problems like cost, logistical limitations, and 

worries about high false-positive rates because of the high prevalence of tuberculosis. Lung nodules seen during 

LDCT screening are frequently characterized using PET-computed tomography (CT). However, due to infectious 

circumstances restricting its usage, PET-CT [2] may have a high false-positive rate in poor nations like India. 

 

Lung cancer patients typically undergo noninvasive imaging staging to determine the disease's local and global 

extent. In patients with treatable illness, noninvasive staging is very crucial. The most accurate technique for staging 

lung cancer noninvasively is a whole-body PET-CT scan. However, a radionuclide bone scan is paired with a 

contrast-enhanced CT scan of the chest and upper abdomen (containing the liver and adrenals) for staging in 

locations where PET-CT is not easily accessible. The goal of this study is to create a computer-aided design (CAD) 

system for early lung cancer detection based on an automatic identification of the lung areas seen in chest computed 

tomography (CT) images. The following are some challenges to finding lung nodules on radiographs: 

 

 Nodules have a wide range of densities, which impacts how well they can be seen on radiographs; some nodules 

are barely denser than the lung tissue around them, while the highest density ones are calcified.  

 

 Nodules can form anywhere within the lung field and can be hidden by ribs and structures below the diaphragm, 

giving the lung field a wide range of contrast. 

 

This paper aims to suggest a Computer Aided Diagnosing (CAD) system for Detection of Lung Nodules as a 

solution to these issues. The five primary components of this system are the pre-processing of the CT images, 

segmentation of the lung region, identification of lung nodules, analyze the segmented area, and classification of the 

cancer kind. The effectiveness of a CAD system rests on its ability to enhance radiologists' clinical practice in 
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identifying substantial lung nodules. Although the FDA has approved two commercial CADe systems for the 

identification of lung nodules in CT scans since 2004, there hasn't yet been a large-scale prospective clinical 

research to assess the efficacy of CADe systems in everyday clinical practice. Numerous investigations on the 

performance of retrospective observers have been done so far. The same characteristics that affect computerized 

detection also affect radiologists' ability to detect lung nodules on CT scans, in addition to other clinical criteria that 

are not taken into account in laboratory observer studies. Therefore, it may not be possible to extrapolate from the 

relative capabilities of the radiologists with and without CAD in these trials with a small data set to their efficiency 

in clinical situations. 

 

LITERATURE SURVEY 

The widespread use of LDCT screening methods has resulted in a massive increase in CT scans, which has placed a 

heavy pressure on radiologists. Massive CT scan manual analysis is turning into a highly laborious and time-

consuming operation. Therefore, an effective Computer-Aided Diagnosis (CAD) system is required to assist the 

process of automatically evaluating a large number of CT images in order to reduce the radiologist's burden. CAD 

systems have been routinely used in recent years to treat many different disorders [3]. A standard CAD system can 

be divided into a detection system (CADe) and a diagnostic system in particular (CADx). The goal of CADe is to 

identify the interest regions of lung CT scans in order to find abnormal lesions. The purpose of CADx is to help 

doctors or radiologists identify the kind and malignancy of abnormalities. A CAD system for lung cancer typically 

focuses on candidate nodule detection, false positive reduction, and nodule classification, with the first three steps 

being preprocessing, nodule detection, and nodule classification. 

 

Preprocessing is mostly done to standardize the data, decrease noise, and segment the lung's Regions of Interest 

(ROI) for a more focused search for pulmonary nodules. Candidate nodules should be found as many times as 

possible during the nodule detection stage, which frequently produces high sensitivity and low accuracy. To detect 

accurate nodular marks, the false positive reduction step should then be carried out. The categorization stage's final 

goal is to foretell the likelihood of nodule malignancy [4]. It has been used to enhance the functionality of CAD 

systems for pulmonary nodule analysis in numerous published papers.  

 

Conventional classification techniques such multiple gray-level thresholding, linear discriminant analysis, distance 

transformation, and Support Vector Machine (SVM) are frequently used by researchers to quickly investigate lung 

nodules when resources and datasets are limited [5]–[10]. CNN, U-Net, R-CNN, RPN, and ResNet, and Retina-Net 

are the most often utilized network topologies for nodule detection. 

 

In order to discover candidates using bounding boxes, Wang et al. [11] presented a nodule-size-adaptive model that 

is comparable to Faster R-CNN. Bi-directional ConvLSTM U-Net with Densely Connected Convolutions 

(BCDUNet), created by Azad et al. [12], uses several concatenation techniques to fully use numerous feature maps 

for lung nodule segmentation and recognition. Additionally, in order to combine the power of several networks, 

some fusion networks are also investigated employing multi-stream topologies [13], [14], [15]-[17]. In order to 

create 3D Gaussian blob nodules, Liu et al. [80] used three identical 3D ResUNets. The network was then tweaked 

by adding 3D RPN heads, which led to increased sensitivity on big nodules.  

 

The classification of nodules is the last stage in CAD systems. Most CAD systems are made to predict nodule 

malignancy and determine whether a nodule is malignant, although some are made to classify different types of 

nodules [8], [20]. In this stage, a variety of classification approaches are used: (1) conventional classifiers, such as 

Support Vector Machines, instance based classifiers, probabilistic classifiers, ensemble classifiers, and optimal 

linear classifiers [ [21]; (2) advanced state of art CNNs [22]; (3) CNNs combined with support vector classifiers or 

tree based classifiers [23], [24], [25]; (4) multi-stream heterogeneous CNNs. To extract numerous features from nine 

planes and determine the malignancy of nodules, Xie et al. [26] used a 3D multi-view knowledge-based 

collaborative (MV-KBC) deep model that was constructed with three pre-trained ResNet-50 networks[34][28]. 

 

METHODOLOGY 

CNNs have had a substantial impact on the development of CAD and significantly increase the accuracy of nodule 

identification and classification jobs[27][29]. CNNs are made primarily in an end-to-end fashion to identify the 

underlying relationships between images and dynamically extract the most descriptive features. Convolutional, 
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pooling, and fully connected layers, as well as activation functions, are frequently used to construct CNNs[33][35]. 

The fully connected layers map the retrieved features to the output while the convolution and pooling layers extract 

features[30][31]. Additionally, a particular activation function, such as sigmoid, softmax, or ReLU, follows each 

completely linked layer. Characteristics of data and classification tasks are taken into consideration while choosing 

the activation functions. To process images, classical approaches still use a number of computer vision techniques. 

The determination of hand-crafted features and the manual selection of the significant ones in each image required 

for feature extraction mainly rely on the researchers' subjective assessment[36][32].  

 

This study utilizes the transfer learning approach for training CNN models used for classifying the lung nodules. An 

algorithm that saves knowledge obtained while completing one job and may be applied to another activity that is 

similarly related is known as a transfer learning algorithm. It is possible to somewhat increase the effectiveness and 

accuracy of CAD systems by initializing or fine-tuning models using pre-trained CNNs. 

 

Dataset 

The largest reference database for lung nodules that is open to the public is the Lung Image Database Consortium 

and Image Database Resource Initiative (LIDC-IDRI). This database includes 1018 CT images together with XML 

files that correspond to two-phase picture annotations made by four seasoned radiologists. Nodule traits, kinds, and 

position are also included in the annotation [38]. 

 

Preprocessing 

Preprocessing is an important first step in the analysis of lung CT scans since the raw pictures' abundance of 

irrelevant information affects a CAD system's productivity and diagnostic precision. The key searching area for 

doing nodule detection is the major lung volume, or ROI. Therefore, the main objectives in this stage are to remove 

distracting elements like lung tissues and image artefacts, as well as to recover or enhance useful information. As a 

preprocessing phase in a CAD system, it is demonstrated that adjusting lung segmentation algorithms can help 

prevent missing nodules by 5% to 17% [39]. 

 

 

 
 

Fig. 1 Original CT image and Contrast enhanced CT image 
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In order to lessen the issue of noise amplification, Contrast Limited AHE (CLAHE), a form of adaptive histogram 

equalization, limits the contrast amplification. [40] The gradient of the transformation function determines the 

contrast enhancement in CLAHE near a given pixel value. This is proportional to the histogram's value at that pixel 

value and the gradient of the neighbourhood cumulative distribution function (CDF). Before calculating the CDF, 

CLAHE clips the distribution at a predetermined value to reduce the amplification. As a result, the transformation 

function's transformation function's slope is constrained. The normalization of the histogram and, consequently, the 

area of the neighbourhood region, determine the threshold at which the histogram is clipped. The resulting 

amplification is typically limited to between 3 and 4. It is preferable to evenly distribute the portion of the 

distribution that surpasses the clip limit throughout all histogram bins rather than toss it out. As a result of the 

redistribution, some bins will once more cross the clip limit, resulting in a practical clip limit that is higher than the 

legal limit and whose precise value relies on the image. If this is not what is desired, the redistribution process can 

be repeated until the excess is little. 

 

Segmentation 

 

The delineation of lung structures is the initial stage of preprocessing after reading the CT scan because it is evident 

that the areas of interest are located inside the lungs. The darker areas on the CT scans are clearly the lungs. The 

veins or air are located in the bright area inside the lungs. As a result of research showing that it is effective, a cutoff 

of 604(-400 HU) is utilized everywhere. In order to preserve the potential region of interest related to the lung wall, 

we segment the structures of the lungs from each slice of the CT scan image. Several nodules could be anchored to 

the bronchial wall. To segment the lung from the rat CT slice as a first step convert the image in to binary form and 

remove the large connected regions attached to the border of an image. Perform an erosion with a diameter of 4 to 

separate the lung nodules. Then perform a closure operation with a diameter of 20 to keep the nodules attached to 

the lung wall. In the binary mask of lungs fill the small holes. Extract the lung region by superimposing the binary 

mask on the raw input image. 

 

       
 

Fig. 2 Original Image, Processed image, and segmented lung 

 

Since the search space is relatively broad, the next challenge is to identify candidate locations containing nodules 

after fragmenting the lung structures from the CT-scanned images. Due to computational limitations, the entire 

image cannot be classified using 3D CNNs; instead, potential cancerous spots must be located and then classified. 

Experiments revealed that the intensity in every location of interest was greater than 604 (-400 HU). The darker 

parts are filtered using this threshold. This drastically lowers the number of possibilities while maintaining all the 

significant regions with good recall. After that, classify every candidate point to lower the number of false positives. 
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Fig. 3 Projection of segmented lung in to 3D space 

Classification 

 

Using the transfer learning approach the parameters discovered during the model's training in one domain can be 

applied to a problem in another, more recent or unexplored domain. For the purpose of solving picture 

categorization and other computer vision applications, there are currently many pre-trained models available. Three 

of the more well-known models are the VGG, the GoogLeNet, and the residual network. These pre-trained models 

are widely employed in transfer learning tasks because they are thought to be more effective and reliable. Inception 

v3, a model with symmetric-asymmetric construction pieces, Resnet-50, and VGG-16/19, known as the first explicit 

deep architecture with several layers, are used in this study. 

 

Inception V3's architecture design is different from that of its predecessors in that it places a strong emphasis on 

minimizing computational complexity. When compared to VGG networks, inception models are generally more 

effective in terms of the amount of learnable parameters and the consumption of resources (storage and other 

resources). The computational effectiveness of the inception network must not be impacted by attempts to 

restructure or improve it. If not, it will be difficult to adapt the modified model to new applications. The 

accompanying schematic design (Fig. 4) illustrates the architecture of an Inception v3 network, which comprises the 

following crucial elements: factorized convolutions, smaller convolutions, asymmetric convolutions, and an 

auxiliary classifier. 

 

 
Fig. 4 Architecture of Inception V3 [38] 
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Longer training times are needed for deep neural networks, and overfitting is likely. A residual learning strategy was 

put out to solve these problems and shorten the training period for models that are substantially deeper than 

traditional neural models. The accuracy approaches a saturation point during neural training and tends to decline if 

model training is extended. The name for this is the "degradation problem." This shows that different neural network 

topologies have different properties. ResNet follows residual mapping is used to solve this issue. The residual 

network allows for explicit mapping of residuals rather than relying on the assumption that layer stacking will be 

sufficient to transfer an input to an output. In Fig. 5, the fundamental elements of a residual network are depicted. 

 
Fig. 5 Architecture of Inception V3 [39] 

 

A variation of the CNN architecture known as VGG16 is one of the most effective deep neural models (shown in 

Fig. 6). The use of convolutional layers with 3x3 size filters and a maximum pooling with 2x2 size filters is a 

significant and distinctive feature of VGG16. In the architecture, the convolution and max pooling layers are 

positioned consistently. Two completely connected layers with softmax activation make up the categorization layer. 

There are 138 million trainable parameters in the network overall. 

 
 

Fig. 6 Architecture of VGG-16 model [40]  
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RESULTS AND ANALYSIS 

A commonly available lung CT images from the dataset stated in the previous section is used to assess the 

effectiveness of the suggested lung image feature extraction and classification method. 1018 photos were available 

in the dataset that is used to train and test deep learning models. The images are segmented after first being adjusted. 

The models are trained using segmented images from the lung region of the CT scans (VGG-16, Resnet50, and 

Inception v3). Although they were trained on the Imagenet dataset, pre-trained models were employed as feature 

extractors. The images were then categorized as either large cell, small cell, squamous, or normal lung images using 

fully connected neural layers. A grid search procedure was used to adjust the hyperparameters.  

 

Table 1. Summary of Performance of model with RMSProp optimization 

 

Epoch 
VGG-16 RESNET-50 Inception-v3 

Train Test Train Test Train Test 

1 0.36576 0.48092 0.47433 0.28963 0.46099 0.62107 

10 0.66099 0.7044 0.61718 0.49796 0.81909 0.84077 

20 0.76385 0.66842 0.67052 0.71577 0.91084 0.91463 

30 0.78099 0.82751 0.65337 0.69304 0.91242 0.92599 

40 0.85147 0.85781 0.69147 0.71008 0.94099 0.94115 

50 0.86671 0.8919 0.73147 0.74796 0.91623 0.91842 

60 0.89147 0.88433 0.69147 0.70819 0.95242 0.93925 

70 0.89147 0.90137 0.72004 0.77448 0.96385 0.95819 

80 0.88004 0.88054 0.69718 0.75365 0.95623 0.95251 

90 0.90099 0.88433 0.7429 0.77448 0.94671 0.96008 

100 0.92766 0.92789 0.74671 0.74418 0.93909 0.91274 

 

 

The ideal number of epochs was chosen based on the average validation loss across 05 folds, and Tables 1 and 2 

summarize the model accuracy attained for various epochs. After the 100th epoch, the VGG-16 provide an accuracy 

of 96% using the ADAM optimization algorithm. Although the VGG model can boost its accuracy by adding more 

layers, if the number of layers exceeds 20, it is unable to converge to global minima. Because of the vanishing 

gradient problem and declining learning rate, the model weights are not updated. Batch normalizing is used to 

control gradient explosion. The residual learning network can be used to limit the vanishing and gradient problem 

(RESNET-50). However, given that the stochastic gradient descent optimization technique was utilized in the 

RESNET's first implementation, it is clear from the tabulated data that the network performs poorly. The SGD with 

a learning rate scheduler may perform better than the ADAM algorithm because the latter has difficulties convergent 

to the best solution. 

Table 2. Summary of Performance of model with RMSProp optimization 

 

Epoch 
VGG-16 RESNET-50 Inception-v3 

Train Test Train Test Train Test 

1 0.29622 0.28676 0.29812 0.19017 0.32479 0.43828 

10 0.43146 0.44017 0.50955 0.49509 0.63336 0.66934 

20 0.48289 0.49131 0.51336 0.62956 0.70193 0.71479 

30 0.50003 0.50835 0.5705 0.66365 0.73431 0.74131 

40 0.51717 0.5254 0.61241 0.68638 0.7705 0.79812 

50 0.5305 0.5235 0.63908 0.67502 0.8086 0.80191 

60 0.53622 0.52729 0.60289 0.711 0.80289 0.81706 
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70 0.53241 0.54623 0.61431 0.7129 0.84289 0.82464 

80 0.54003 0.54812 0.62574 0.70532 0.83717 0.83221 

90 0.55146 0.53297 0.6505 0.69585 0.85622 0.82653 

100 0.54955 0.57843 0.65622 0.73941 0.86003 0.82653 

 

CONCLUSION 

Lung cancer is on the rise, thus pathologists and doctors need a support system like computer-aided diagnosis to 

make diagnoses and administer treatments quickly. This study examines the capabilities and restrictions of various 

optimization methods as well as how well they function when used with trained models. The use of ADAM 

optimization has been found to help models like the VGG-16 and Inception v3 achieve improved accuracy, however 

the RESNET model does not converge to an optimal solution when using either the ADAM or the RMSprop 

algorithm. Despite the proposed method's excellent performance, it would be beneficial to test it with more photos 

from different databases. In order to more properly assess the model's performance, we intend to incorporate more 

photos while training the model from scratch in the future. These models could be utilized to deliver fast diagnostics 

and saved in the cloud. The effort required of the clinician should be greatly reduced. Future research will 

concentrate on gathering regional CT scans of lung cancer cases and using them to assess the trained models. 
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