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Abstract 

Many women of mid-age suffer with breast cancer. Study says, this disease is the major reason behind the mortality. 

Since this became a main issue, lot of researches were done in identifying the cause of this. If a woman can predict 

the possibility of this disease based on her other characteristics, she can be vigilant and can treat early. The 

identification of malignancy of this disease is the need of the hour. This can be achieved by using classification and 

prediction algorithms. This paper implements different machine learning techniques for this aim and analyses 

efficiency of those algorithms. The analysis was made based on Wisconsin breast cancer dataset (WBCD).  
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1. INTRODUCTION 
Classification and prediction algorithms help the researchers in taking the decisions in many issues. The 

classification algorithms are used in many applications like biometrics, security, disease diagnosis, agriculture, 

communication etc. The classification algorithms are used for different disease diagnosing systems using 

dependable datasets in the form of record, image, video, audio, signal etc. If we utilize such prediction or 

classification systems properly, even harmful diseases even can be cured easily by predicting or identifying before it 

becomes severe. These algorithms work well because they can access datasets easily. This work applies the 

classification algorithms for predicting breast cancer [1-2]. The modeled system of this work utilizes various 

conditions of the particular person and predicts the possibility of the breast cancer. If the preliminary decision is 

there, it will help the physicians to take a prompt decision and also it will help to avoid the errors.  

 

2. RELATED WORK 
Classification algorithms work by learning the training dataset. The learning is nothing but extracting the features of 

training dataset. In the same way, the test dataset is compared by comparing its extracted features with that of 

training dataset. The property of dependent attribute is dependent on that of independent variables. Classification is 

done based on these relevant attributes. In this work, our aim is to classify cells as benign or malignant. The 

algorithm which is being used for classification and prediction is the one which decides the output. Classifications 

can be done by supervised, unsupervised and semi-supervised learning. When knowledge of data is used along with 

its class information, then that learning is called as supervised one. When only partial information is available, then 

that learning is called as semi-supervised and when no information is available, then that learning is unsupervised 

one. 

 

Support Vector Machine (SVM) [3-4] is implemented using a hyperplane. This plane will have a bias term and 

normal vector. In Neural Network [5] analysis is based on statistical point. When overlapping of boundaries of 

classes need to be defined, fuzzy-based classification [6] is used. Multinomial logical regression [7] is another 

classification technique which can attain and classify many classes. Probabilistic models are used for classifying in 

Bayesian classifier [8]. Decision tree [9] is another classification technique where partitioning of the dataset is done 

based on some criteria. This classification is done by applying the conditions and rules. Similarly so many other 

classification algorithms are also researched by the researchers.  

 

Another classification system is rule-based expert system. Fuzzy sets [6] are the classification systems which is an 

alternative framework for classification. If-then rules are use for taking decisions in these systems.  

 

Bayesian classifier [24] is based on using label for predicting features from a specified class. Grouping of common 

values into a particular class is used in this work.  Researchers worked on many other classification techniques [10-

22] which also used for predicting the variable.  
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3. PROPOSED WORK 
The proposed work used Logistic Regression, K-Nearest Neighbor (KNN) Classifier, Support Vector Machines 

(SVM), Kernel SVM and Random Forest Classification algorithms for classifying the WBCD data [23]. Figure 1 

shows the proposed architecture. Training data is used to create a model where the feature is extracted and based on 

which the classification is learned. These extracted features are indexed in a proper way to retrieve it for matching. In 

the similar way, test data are used for testing the results. These data are fed into the same algorithm and the test data 

are learned. In this dataset, classes will not be available. The aim of this step is to identify the class from the given 

data. Logistical regression models binary variables using logistic function using regression analysis. KNN is a 

classifier classifies the object based on the voting of neighbours. Mostly the classification is done, if the number of 

neighbours is more than k. SVM is another supervised learning technique which can be used for regression and outlier 

analysis also. This is very effective for spaces with more dimensions. Kernal SVM is used with different kernel 

functions. Random forest algorithms are constructed by using many decision trees.   

 

 
Fig.1: Proposed Architecture 

Algorithm: 

1. The data is trained by using algorithms. Here we used Logistic Regression, K-Nearest Neighbor (KNN) 

Classifier, Support Vector Machines (SVM), Kernel SVM and Random Forest Classification algorithms 

a. The learning is done by extracting the relevant features and indexing   

b. Features are indexed in order for easier access 

2. The data to be tested is fed into corresponding model created based on the trained algorithm. 

3. Both the features of query data is matched with training data features. 

4. Test image is categorized into that of training to which the difference is minimum 

 

4. EXPERIMENTAL ANALYSIS 
The analysis of the proposed work is done by implementing it inBreast Cancer Wisconsin (Diagnostic) Data Set. 

This dataset has eleven columns. It is used to classify the cells as either benign or malignant. This classification is 

aided by ten features of cell nuclei. The characteristics may be compactness, concave points, concavity, symmetry, 

texture, radius, smoothness, area, perimeter and fractal dimension. The dataset will have total 30 features because it 

takes mean, standard error and average of largest three numbers. Women with age 40 to 45 have more chance to get 

this disease. 

 

Different models are used for classification. Ratio between correct prediction with total number is calculated as the 

classification accuracy. Figure 2 gives the analysis of classification accuracy with percentage of test to train dataset. 

Figure 3 shows the analysis of classification accuracy with number of iterations. The figures show better result for 

random forest algorithm. When test to train is 30%, result gives better result for all the algorithms. Also the result 

gives better result when the iteration is 200.  
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Fig.2: Classification accuracy with percentage of test to train dataset 

 

 
Fig.3: Classification accuracy with number of iterations 

 

The classification is done based on different algorithms. The random forest gives better result than Logistic 

Regression as +2.8, Support Vector Machines as 1.4,K- Nearest Neighbor as 3.5 and Kernel SVM as 2.1. 

 

5. CONCLUSION 
Breast cancer is a very prominent health issue of the women nowadays. According to WHO, this is the main reason 

for mortality of women. Breast cancer predictionis done based on attributes of the independent variables in the 

dataset. The breast cancer prediction is working well for many supervised algorithms. In this work, we use Logistic 

Regression, Support Vector Machines, K- Nearest Neighbor, Kernel SVM and Random Forest classifications. 

Random Forest classification works better than other algorithms. 
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