
                               European Journal of Molecular & Clinical Medicine 
                                                                    ISSN 2515-8260                  Volume 07, Issue 02, 2020 

5090 

 

Dynamic Transmission Range with Respect to 

the Power Consumption 
J. Madhusudan

1
, Somnath Sinha

2
 

1,2
Department of Computer Science, Amrita School of Arts and Sciences, Mysuru, Amrita 

University, India. 
1
madhusudan7296@gmail.com 

2
s_somnath@asas.mysore.amrita.edu 

 

Abstract: This article looks at the impact of transmitting capacity on mobile ad hoc 

network efficiency (MANET)). The purpose of this study is to determine whether the life of 

the network can be extended by using less energy, thus obtaining a more energy-efficient 

'green' architecture. A total of 72 separate simulations with various configurations 

representing a range of potential scenarios were performed: we analysed configurations of 

specific node numbers, amount of traffic flows, mobility models, transmission capacity and 

geographic region. The results show that there is the best transmission power that can 

improve the performance of the network: this optimal transmission setting also makes the 

network more energy-efficient in terms of the limited energy exhaustion of the node. Our 

overall findings also suggest that higher power transmission will common energy 

consumption. 
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1. INTRODUCTION 

Wireless Sensor Network (WSN) is emerging Software that can be used in a wide range of 

applications such as low-cost control, unattended environments, Industry, Environment and 

fitness. Latest innovations in microelectromechanical digital applications and controlled 

communications micro devices that combine wireless communication, sensing and 

processing, named mote or sensor nodes. These sensor nodes see small power usage, are 

inexpensive in economic terms and are versatile. We will track and react to changes in their 

deployment environment's target parameters. 

WSNs are subject to regulatory body restrictions and have severe resource constraints 

which require an efficient management of the spectrum. Efficient use of radio resources is up 

to the management strategy for radio resources, and there are typically several common 

protocols and mechanisms in place. These set a wide range of radio parameters including data 

rate, duty cycle, and packet routing. The regulation of transmission power (TPC) is one 

protocol which has gained significant interest in previous works but also requires a 

standardized interpretation in a WSN standard. TPC is a good option for power transfer in a 

wireless contact network, and it can be used to improve different outputs, including energy 

consumption, reliability and performance. A most common strict resource constraint in WSN 

is resources, so the most applicable TPC protocol is resources. By introducing the TPC 

protocol, communication at the lowest energy cost possible. This is because the packet is sent 

with just adequate energy to reach the targeted recipient with a small bit error rate, thereby 

minimizing the number of packets transmitted with extremely high transmission power and 

sthe number of packet retransmissions. 
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2. MOTIVATION 

Although TPC has been extensively debated in the literature, there is a lack of ground-

based evidence concerning possible energy savings that can be obtained by the 

implementation of TPC [1], [2]. This is because previous work has fundamentally made 

different discoveries regarding the overall energy savings of their respective agreements. A 

simplified model for comparing transmission capacity [3], [5], Communication performance 

and the usage of electricity was intended to address the issue of lack of ground-breaking truth 

about the possible energy savings of the TPC protocol[4], [5]. Applying it to a performance 

model will have the energy savings most commonly utilized for various circumstances [3], 

[4], [5]. 

There is much controversy over which link quality attributes need to be captured to 

determine the best TP accurately [1], [6]. It contributed to early TPC research, which used 

many different consistent connection properties, but all revealed different flaws [6], [7]. We 

believe that this is a direct consequence of these shortcomings and hinders the widespread 

adoption of the TPC protocol in WSN, so it is very important to repair it [4], [5]. 

Typically speaking, the more contact quality attributes LQE will represent, the higher the 

designation of the grain relationship would be, thereby achieving greater precision in the TPC 

(transmission power control) protocol [1], [2], [3]. Nonetheless, evaluating several 

consistency relation attributes also involves the compilation of a significant volume of data 

within a limited estimate timeframe [8]. This in effect reduces endurance and raises the 

cognitive and memory capacity required to approximate the consistency of the connections 

[6], [8]. Therefore, only the most critical energy attributes of the wireless connection need to 

be calculated to insure that the TPC protocol requirements can be achieved, thus following 

WSN's resource constraints [7], [8]. To insure that the TPC protocol requirements can be 

achieved, thus following WSN's resource constraints. 

 

3. METHODOLOGY  

Network Routing Protocol 

Ad hoc routing protocols are broken down into "table oriented" routing protocols and 

"reactive" routing protocols. DSDV is a table-driven (active) protocol while DSR and AODV 

are standard protocols for reaction. Maintain the table to store the details used for the routing 

and change it in the active algorithm through the control packets. The update also responds to 

changes in network topology. On-demand (reactive) protocols AODV and DSR route all 

calculated routes to specific destinations only as needed or when needed. So there is no need 

to construct a routing table that contains all nodes, because no entries need to be held in-node. 

When the source wishes to submit a packet to the destination the process of route-discovery 

must continue. Until you reach the target the path must remain valid or the path is no longer 

needed. 

In this segment we quickly describe the key features of the protocols AODV and DSR 

which were evaluated in our simulations. 

Ad hoc On-demand Distance Vector (AODV) 

AODV is an improvement to DSDV on-demand system. It only creates routes when 

needed, thereby minimizing broadcast packets. For DSDV each node will have a routing 

table in the network and be active in the routing table. The route exploration process will start 

first if the source node wishes to send data to the destination node. The source node transmits 

a packet routing request (RREQ) via this step to its neighbours. The node that adjoins which 

receives the RREQ will forward the data packet to the adjacent node. The closest node 
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obtaining the RREQ must forward the packet to its peer, and so forth. This loop continues 

until the RREQ reaches the destination or node which knows the route of destination. 

If the intermediate nodes get the RREQ, the neighbour’s address is reported in their table 

and thus the opposite direction is formed. When the RREQ is received by a node who knows 

the destination or the destination nodes' own path, a Routing Address (RREP) packet is sent 

back to the source node. Using the reverse route in routing table creation to send the RREP 

packet to every intermediate node. Upon obtaining the RREP packet, the source node will 

learn the path to the destination node, and store the information contained in its routing chart. 

This is the conclusion of the path exploration cycle and the path management process will 

then be carried out by AODV. Can node transmits a Hello message periodically during route 

maintenance to recognise the interruptions in the connection. 

Dynamic Source Routing (DSR) 

DSR is primarily built for cellular ad hoc multi-hop Internet connectivity. The protocol is 

comprised of two routing mechanisms: exploration and management of routes. The two work 

together to allow nodes to discover and retain source routes to any temporary network 

destination. Exploration of the road takes place through source exploration, and the path to 

target is no longer identified. The path cache holds all the routes learned to every specific 

node in the network. Developing the source using routes traditionally known to deliver 

packets to destination. When no path is known, the request routing message will be broadcast 

to start the route discovery protocol. As a node, the node will receive the route request 

message and then return the route response Letter to the initiator (if applicant is the target). 

If a node gets a routing order, the routing cache will be scanned and all routes saved. If it is 

not detected, the request for routing is transmitted and flooded across the network before the 

goal node is located. Source routing and caching are currently used widely in DSR. There is 

no unique method for identifying routing loops. Though many methods have been suggested 

for optimisation, the authors of the protocol have conducted very effective evaluations, such 

as rescue, free routing replication, and nonsense. Every routing request communication has a 

cap on the amount of hops it may use. Limit the number of intermediate nodes allowed to 

transmit. Rout a REQUEST file. When the request is received, the restriction is to decrease 

and drop the packet if the threshold is zero. Another node can expand the ring search 

mechanism for the target to activate another REQUEST route with a hop limit of 1. The 

Address route did not get REQUEST for through route. The hop limit of the node can be 

doubled as previously tried. 

Dynamic Voltage Frequency Scaling (DVFS) 

Dynamic voltage frequency scaling is a significant power control strategy utilizing voltage 

as a limit to the processor requirements. Reducing processor power and energy consumption 

has been widely accepted. Generally, only reducing the frequency of operation will only 

reduce power consumption without affecting power consumption. This paper proposes one of 

those algorithms and integrates the complex shifts in the number of active cores to obtain the 

strongest power-performance ratio. 

Dynamic voltage and frequency scaling (DVFS) technology addresses systems operating 

on embedded device architectures which are not in real time. The key concept is to use 

runtime details on external memory access statistics to conduct CPU voltage and frequency 

scaling to reduce energy consumption while managing the output loss translucent. The 

proposed DVFS technology relies on a dynamically constructed regression model that helps 

the Processor to calculate the workload required and the idle time for the next place, therefore 

the voltage and frequency are balanced to conserve resources thus following soft timing 

constraints. This is achieved by measuring and utilizing the ratio of the average off-chip 

sensitivity duration to the actual processing time on the chip. The proposed technology was 
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applied on an embedded device architecture focused on X Scale, and real energy savings is 

determined from the existing hardware assessed values. The processor saves energy for 

memory-bound applications by more than 70 percent, while performance dropped by 12 

percent. A 15 per cent Processor energy saving of 60 per cent is achieved for programs 

limited by the Processor at an expense of 5 per cent -20 per cent output loss. 

DVFS programs should be used to minimize the usage of resources from the tasks carried 

out whilst ensuring that the activities meet their deadlines. Such methods cannot, however, be 

extended specifically to a general-purpose operating system ( OS) since they presume that 

essential details for certain tasks, such as the delivery date, timetable and workload, is 

established in advance. In fact, the workload of a job is usually determined by the sum of 

CPU clock cycles needed to complete the work, irrespective of whether the workload consists 

mostly of Processor-bound or memory-bound instructions. The following specifics are 

important to determine the idle time of the Processor. 

Throughout this article, we propose an inter-process DVFS framework for non-real - time 

operations which allows fine tuning of the energy and performance. The key concept is to 

decrease the CPU frequency during the CPU idle period triggered by the stalling of active 

memory. So if the job execution period is calculated by the memory access period, the CPU 

velocity may be decreased with no impact on the overall execution time. This may also 

contribute to future savings in electricity. Inside the XScale CPU, multiple performance 

monitoring events generated by the performance monitoring unit (PMU) are used to catch the 

CPU idle time at runtime. 

The suggested development was introduced on an embedded device basis, and the possible 

energy savings is determined from the existing hardware assessed values. On the Web, the 

memory binding program can save more than 70% of CPU power consumption, while the 

performance drop is only 12%. In contrast, programs bound to the CPU can save 15 to 60% 

of CPU energy, while performance drops by 5% to 20%. 

Our work contributes mainly to: 

1) Provides the first practical implementation of the inter-process DVFS strategy that 

uses complex events during runtime without any developer assistance or the program 

itself modification. 

2) To estimate the CPU idle period due to memory freezes, a basic yet efficient 

regression model is suggested by calculating the ratio of total off-chip access time at 

runtime to the total on-chip computation time. 

3) The testing of the suggested approach is carried out with real equipment calculations 

with several specific applications. 

Border Gateway Protocol (BGP) 

Since map vectors are the strongest protocol for sharing routes to destinations, Border 

Gateway Protocol (BGP) is an example of vector path protocols. BGP is the most popular 

Internet-based inter-domain routing protocol. The internet is an interconnection between 

separate autonomous systems and multiple realms. Interconnection enables the collaboration 

between various management realms. Communication is accomplished through internal 

routing protocols inside the network domain. Various routing protocols perform connections 

between domains, and information is used to interact between domains through the 

accessibility prefix. BGP was often named the internet-connecting connection. 

Data Transmission Frequency 

The main goal of this paper is to increase the efficiency of data transmission in wireless ad 

hoc networks utilizing multi-path transmission and interference mitigation techniques. The 

first few chapters can be used as preparations for this: the situation has been analysed, and the 
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network correlation model has been developed, and solutions to reduce interference have 

been studied. This is done by estimating the statistical average path set capacity of a large 

number of random scenarios. It involves random a) field size; b) node placement; c) source 

and destination selection; d) path set selection. 

The amount of traffic primarily depends on the number of hops on the path between source 

and destination and the mutual interference in the process of data transmission. The number 

of hops depends on the direct distance between the source and the destination and the 

maximum transmission distance between the nodes and also on the algorithm for path 

selection. If the directional gain of the smart antenna is used, the number of hops can be 

reduced because it increases the transmission distance between nodes. Mutual interference 

depends on the distance between the paths, the path loss parameter α in the radio propagation 

model and the type of smart antenna. 

If the distance between the source and the target is small (2-4 hops), the highest data rate of 

an ad-hoc network with an omnidirectional antenna can be achieved through a path (M = 1). 

Multipath transmission becomes more effective at longer distances (5 hops or more), but if 

the path loss parameter is close to free space conditions, the benefit of α=2 can be ignored. In 

the case of higher path loss α = 4, the increase in the number of paths from 1 to 3 increases 

the maximum data rate to 50%. The conclusion is that the most suitable conditions for 

multipath transmission in an ad-hoc network occur when the path loss is high and the 

distance between the source and the target exceeds 4 hops. Under the given simulation 

conditions, 4-6 hops is a boundary on which the characteristics of the 28 factors that affect 

the maximum data rate have changed. 

It should be considered when applying one or other routing criteria. Three different criteria 

are compared: the shortest node disjoint path is set, the maximum distance between paths and 

random selection are set. For each case (M = 2 and M = 3), these criteria will be applied to 

select a set of paths that may be different between source and target. The results show that for 

the shortest distance (2-4 hops). A path node to a destination node, the shortest path standard 

can provide 20% higher capacity. The maximum distance between paths provides better 

results in 5–10 hops, but has fewer benefits (negligible for M = 3). For distances greater than 

10 hops, there is no statistical difference in which standard to use. In any case, random 

selection will not provide better results. 

Existing System 

Other related work has also been carried out. In these works, the authors considered energy 

consumption as in the study of sensor networks. The author explains that transmission at a 

constant maximum transmission power will result in wasted energy and cause interference. 

Simulations using the Castalia simulator have shown that the system can reduce node energy 

consumption without affecting the reception rate of packets by using a closed-loop feedback 

system. We designed a microcontroller to run an algorithm containing a closed control loop, 

though similar to our work and the work of the author. For the reasons given above, our work 

is different and we simulate energy in a network with a volatile topology. 

Proposed System 

It is necessary not only to develop contact rapidly, but also to sustain contact, because of 

the sensitive application fields. Because the node is movable, the node typically has a small 

supply of energy, such as a lithium battery. It is necessary to render the network as effective 

as possible in terms of the node energy consumption. Energy usage in MANET In recent 

years, the research has centred on how to boost power consumption by improving routing 

protocol efficiency or by utilizing sliding windows and buffers to handle packet flow. 

Therefore, many studies on energy are conducted at the network layer. 
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4. IMPLEMENTATION 

The suggested structure is included in this segment to analyse the longevity of the wireless 

networks using the protocols AODV and DSR. We describe network lifetime as the time 

when the network's first node fails. It is presumed that node failure happens only when the 

node’s energy is fully drained. 

The network topology used in the simulation consists of 49 nodes, as seen in Figure 5, 

organized in a grid of 7 to 7. The radio spacing of the grid and the gap between nodes are 

fixed at 650 m under the Fries free space propagation model, meaning that only vertically or 

horizontally neighbouring nodes can interact directly with one another. Nodes 4 and 22 are 

set as UDP sources, respectively sending CBR communications to target nodes 46 and 28 at a 

rate of 16 kbps. AODV and DSR are the routing protocol used, and the HELLO packet 

interval is set at 2 s. 

The initial energy of the BasicEnergySource object installed on each node is 100 joules, 

and the remaining energy of the node is monitored throughout the simulation process. Once 

the remaining energy reaches zero, the node is declared as failed. Also, the 

WifiRadioEnergyModel object is installed on each node to capture energy consumption from 

Wi-Fi radio. The transmit current, receiving current and idle current are set at 85.7 mA, 52.8 

mA, and 18.8 mA, respectively, based on the power usage of a standard Wi-Fi network. In 

this simulation it reduces the energy usage incurred by certain machines on the node. 

We give the results of both versions of the simulation, depending on the importance of the 

parameter of will in AODV. According to the AODV standard, the node will parameter value 

is an integer between 0 and 7, and represents the willingness of other nodes to carry traffic. A 

willingness value of 7 means that a node will always relay packets from other nodes, whereas 

a willingness value of 0 means that the node will never be involved in data transmission. In 

the first version, the willingness parameters of the DSR protocol of all nodes are set to the 

default value of 3, and remain unchanged throughout the simulation process. 

The business flow in this version follows the path indicated in the figure. This results in a 

high node 25 energy consumption, as it relays the data packets in both streams. Also if node 

25’s output is significantly smaller than that of its neighbours, the AODV protocol begins to 

transfer data packets across it and the energy is absorbed before node 25 dies and completes 

the network’s life.. In this case, the Network Lifetime is 1164.8 s. Based on the remaining 

battery power, Figure 6 shows the energy consumption on different nodes. We note that 

nodes 17, 19, 31, and 33 are not involved in relaying data although they are close to the 

traffic path, so a lot of energy is left. 

In this variant, traffic is required to be re-routed as the node 25 energy decreases, thus 

raising its period to failure, and thus the total lifespan of the network. First, we run this 

1164.8 s simulation (which is the period of the constant simulation of willingness) and 

analyse the remaining energy of all the nodes. The results show that node 25 still has some 

energy left in its battery, as seen in Figure 6. Its parameter of willingness is 0 as planned, and 

traffic is routed around it. In this version, we also measured the network lifetime by running a 

longer simulation (2000s) and found that node 25 is again the first to fail, at 1232.8 s. ideally 

we’d foresee further lifetime changes, but the energy at node 25 tends to deplete as a 

consequence of idle listening to packets being transmitted by their 1-hop neighbours. This is 

because of the distributed existence of wireless networking and the modest scale of the 

topology of networks.  

Computation Energy Consumption (Figure 1) 

At present, ns-2 focuses exclusively on simulating network-related activities, for example 

to transmit and receive data packets. A computing task on the node is not considered to be a 

simulated event, and computing time or delay is not conceptual. However, it is important to 
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provide expense estimates for a more practical energy simulation (Figure 2) of the network in 

the current Technology system. The DeviceEnergyModel class architecture enables users to 

identify subclasses for modelling the network nodes' measured energy usage. You may build 

subclasses of computer power models containing the status of the computational tasks on the 

node. For example, a simple node computational energy model may contain an idle condition 

and one or more active states. The current graph of each of these states can be obtained by 

simulation or trial, as seen in the figure. Given the current plotted values and the time spent in 

each state, the existing DeviceEnergyModel interface can be used to integrate the calculated 

energy consumption into the ns-2 simulation. 

Energy Scavenging (Figure 3) 

Recently it was suggested to extract resources to power mobile devices from factors such 

as solar resources, thermoelectricity and human inputs. Cleared energy may become the 

principal source of energy for wireless devices in applications such as wearable computing 

and sensor networks. Other energy storage systems (such as batteries) can be paired with 

conventional energy sources. Including energy reduction technologies in ns-2 would entail 

building and combining its behaviour model with the proposed energy system (Figure 4). 

Similarly, the energy API discussed earlier in this segment growing need to have new 

interfaces installed. If the energy removal system is incorporated into the proposed energy 

structure, the researchers will be able to build simulations for nodes that are driven either by 

energy removal techniques or conventional energy and energy removal methods. 

 

5. CONCLUSION 

In this analysis, it was seen that there is an optimum configuration of transmitting capacity, 

which can both maximize the network's packet transmission efficiency and reduce energy 

usage. The network will also deliver the highest efficiency while saving electricity and 

thereby making the network more environmentally sustainable. This study provided an 

analysis of 72 simulations (including static transmission power and dynamically shifting 

transmission capacity), and derived from this analysis that accurate knowledge was provided 

by all simulations. Future research may involve abandoning the setting of a uniform 

transmission power output to determine whether the best setting of transmission power can be 

achieved by better utilizing intermediate nodes. This describes the nodes which do not relay 

signals before the other nodes. 

 

 

Figure 1 Packet Delivery Ratio 
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Figure 2 Packet Drop Ratio 

 

 

Figure 3 Energy Efficiency 

 

 

Figure 4 Performance Lifetime Evaluation 
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