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Abstract: The infection of the covid-19 fears the world population. As prevention strategies 

have not been developed, existing clinical approaches are only applicable to treat covid-19-

positive individuals. Identifying the severity of the patient's illness is crucial for reducing the 

covid-19-related mortality rate. It is the pathology reports that are used as the foundation for 

determining the severity of the disease by the clinical specialists. However, a clinician's skill in 

making a diagnosis has a significant impact on how correct that diagnosis turns out to be. This 

manuscript described a supervised learning technique for performing computer-assisted covid-19 

mortality scope using the pathology reports of the target patient. The experimental examination 

of the value of the suggested approach for anticipating mortality scope with few false alarms. 
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1 Introduction  

There are numerous epidemic diseases, which attacked human beings over the past several years. 

To fight over these pandemics, the WHO (world health organization) is cooperating with several 

national authorities as well as clinicians. As, the first case of COVID-19 disease has been 

confirmed and occurred in Wuhan district, china in the year December 2019, it spread all over 

the world and finally, on January 30
th

 2020, it has been declared by WHO that this pandemic 

disease is an international concern as stated in [1].  

The work in [2], [3] presents that, COVID-19 has been considered as an infectious 

disease, which is caused by new coronavirus and identified in WUHAN city, china. The term 

SARS-CoV-2 (severe acute respiratory syndrome coronavirus-2) is a novel type of virus, which 

has not been recognized in people earlier. Moreover, the virus occurs mainly through respiratory 

issues, droplets through sneezing, coughing or while people gets interacted over each other. 

When these droplets are inhaled or they might land on surfaces and other people might touch 

with their hand and people get contaminated to this virus if their hand comes in contact with their 

nose, eyes or mouth.  

The coronavirus, which has become an epidemic disease might live on diversified surfaces 

like plastic and stainless steel for few days and in case of copper and cardboard the virus might 

live for some hours. Nevertheless, the amount of possible virus may fall off after some time and 
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would not always exist to cause infection. Moreover, in instance of humans, the virus symptoms 

can be observed between 1-14 days starting from infection day. Later, its starts spreading with 

high speed, providing no time for preparing against novel detected notorious and infectious virus 

that obliged the WHO in declaring COVID-19 to be more pandemic as stated in [4] because of 

rapid transmission among humans. Furthermore, several people have already got infected in the 

world and numerous lives have been lost.   

Various trails in the clinical department have been going on for measuring the effectiveness 

of covid-19, however, there are no results available till date. Since, it is a novel virus, there is no 

availability of vaccine also. Even though, several pharmaceutical and research companies have 

started to work and research on vaccine, it might take months or year before the vaccine is 

available for humans to use [5]. Each and every one should be aware of this virus and take 

necessary precautions in overcoming it.  

In section 1, the introduction related to COVID-19 has been discussed along disease 

spreading all over the world. In section 2, several approaches carried by various researchers has 

been discussed. Section 3 explores the details of the data, methods, and materials used in the 

proposed statistical assessment method that predicts the mortality scope of the patient tested 

positive to covid-19. Section 4 exhibits the simulation or experimental outcomes followed by 

conclusion in section 5.  

2 Related work 

The accurate outbreak estimation methods have to be accessed for attaining insights and spread 

the causes of disease causing. The other legislative and government bodies depend on insights 

from estimation methods for recommending the novel policies and for measuring the enforced 

rules effectiveness as stated in [6]. 

The work [7] presents that, the contemporary global pandemic disease COVID-19 has 

been envisioned complex and non-linear in nature. Moreover, the epidemics has variances with 

other contemporary epidemics that brings to raise a question to understand the standard methods 

capability for delivering accurate outcomes as stated in [8]. Also, several unknown as well as 

known variables included in the spread, the intricacy of extensive population behavior in several 

geo-political domains and variances in containment schemes had augmented method uncertainty 

intensely as stated in [9]. Accordingly, the standard epidemiological methods face novel 

challenges for delivering more consistent outcomes. For overcoming this challenge, various 

novel methods have evolved that introduce various assumptions towards modelling as stated in 

[10-12].  

The machine learning has been utilized for enhancing the screening procedure and 

diagnosis of recognized patient through radio imaging scheme similar to clinical data of blood 

sample and CT (computed tomography). 

The expert of healthcare uses radiology images such as CT scans and X-ray as routine 

devices for enhancing the conventional screening and diagnosis. Inappropriately, such devices 

performance is moderate at the time of maximal SARS-CoV-2 pandemic outburst. In respect to 

this, the work [13] exhibit possible ML devices by recommending a novel method, which comes 

with valid as well as rapid SARS-CoV2 diagnosis model.  
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The current studies design an ancillary device for enhancing the COVID-19 diagnosis 

accuracy with novel Automatic COVID-19 identification model by depending on algorithm 

called deep learning as stated in [14]. The proposed method utilizes raw images of chest x-ray of 

127 patients who are infected. With a superior accuracy of performance, the 98.08% of binary 

class as well as 87.02% of multiclass has been attained. The multi-class envisioned the expert 

system applicability for assisting the radiology in verifying the screening procedure accurately 

and rapidly. Moreover, several researchers have identified four significant combinations of 

medical features in laboratory, clinical features as well as demographic information by utilizing 

percentage of CD3, GHS, overall protein and age of patient employing SVM as significant 

feature classification method as stated in [15]. Also, the novel method is robust and effective in 

estimating patients in severe or critical conditions, and simulation outcomes exhibited that 

integration of 4 features results an AUROC of 0.9757 and 0.9996 in testing and training datasets 

respectively.  

After assessing 253 clinical samples of blood from Wuhan, several researchers have 

identified 11 significant relevant indices that support as discrimination device of covid-19 over 

the healthcare proficient towards quick diagnosis as stated in [16]. The contributions exhibited 

that 11 relevant indices have been extracted after engaging random forest (RF) algorithm with 

95.95% of accuracy and specificity of 96.97% respectively.  

The AI and ML applications have been used in predicting and estimating the existing 

pandemic situation. The novel approach, which estimated and predicted in 1-6 days of overall 10 

patients in states of brazil is by using stacking-ensemble through a SVM regression algorithm on 

accumulative positive cases of COVID-19 from Brazilian data. Hence, increases the short-term 

prediction procedure for alerting the healthcare expert and government for handling pandemic as 

stated in [17]. The contemporary studies recommended a novel approach by utilizing supervised 

recursive multi-layered classifier known as XGBoost on mammographic and clinical parameter 

datasets. Later on, implementing the method, the researchers identified three prominent features 

from 75 clinical features and samples of blood test result as 90% of accuracy in estimating and 

measured the COVID-19 patient as general, moderate and severe as stated in [18].  

The decision rule has been implemented for forecasting quickly and estimating the 

infected people at maximum risk, the patients who are declared as infected should be considered 

for intensive caring, and mainly reduce the shortness rate. The forecasting approach based on 

Canadian by using time-series has been developed by engaging deep-learning algorithm over an 

extensive short-term network of memory. The work [19] presents that several researchers have 

been identified a significant parameter aimed for estimating the course with a prediction of 

ending point of current epidemic SARS-CoV2 in Canada as well as in the entire universe. The 

recommended approach prediction ending point of SARS-CoV2 pandemic in Canada would be 

approximately june 2020 

The work [20] presents that, depending on gathered data from the University of John 

Hopkins, the estimation is likely precise as a novel infected case have been reduced rapidly. The 

realistic forecasting method has been projected by integrating goodness of forecasting model 

based on wavelet and further, the time series approach based on auto-regressive integrated 

moving average as depicted in [21].  

The objective of the contemporary contributions is the prediction of the covid-19 scope 

from the clinical reports of the target patient. Though the computer aided clinical practices are 
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certainly essential to improve the sensitivity and specificity of the COVID-19 prediction, the 

severity (mortality scope) of the diseased patient prediction is crucial to treat the patient with 

customized course of medical recommendations. Concerning to the objective of mortality scope 

prediction, this manuscript proposed a statistical analysis scale. 

The contemporary contribution Gradient Boosting Survival Model (GBSM) [22] has 

explored the performance of diversified supervised learning methods to predict the mortality 

scope of diseased individual, who tested positive in covid-19 test. However, only attributes age 

and sex has recommended as optimal to train the classifier, and the classification process more 

centric to predict the time to discharge. The other contribution Individual-Level Fatality 

Prediction Model (ILFPM) [23] that motivated from the discharge time prediction by Gradient 

Boosting Survival Model (GBSM) [22] has endeavored to identify the scope of artificial 

intelligence methods to predict the individual fatality scope of the patients tested positive to the 

covid-19. However, these contributions are using the demographic features, which includes any 

chronic disease is positive or negative.  The other demographic features related to health 

condition haven’t been used in these contemporary contributions. 

Contrast to these methods, proposed method has used the diversified features related to 

clinical diagnosis outcomes of the patients to predict the fatality/ mortality scope of an 

individual, who tested positive in covid-19 test.  

3 Methods and materials 

This section explores the details of the data, methods, and materials used in the proposed 

statistical assessment method that predicts the mortality scope of the patient tested positive to 

covid-19. The block diagram representation of C19MP is represented in Figure 1. 

3.1 The data 

The demographic features that includes the features like age, gender, weight, and clinical reports 

related to pathological reports related to blood tests. The details considered from clinical reports 

are subset of the pathology reports relevant to diabetes type-I and type-II. Each record contains 

31attributes, which includes the mortality scope either positive or negative.  
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Figure 1: The block diagram representation of C19MP 

3.2 The features 

The training dataset tD bipartite as two sets _,tD tD contains the records labeled positive and 

negative respectively. Let the set aL contains all attributes (except mortality scope) representing 

the values projected in each record of the both sets _,tD tD . Further discovers all possible subsets 

of size 1 to size | |aL  of the set aL . These subsets are referred further as n-gram feature labels and 

the values projected in the records for each n-gram feature label referred as n-gram features. The 

frequency of each n-gram feature in datasets _,tD tD denotes their confidence towards the labels 

positive and negative respectively. However, discovering the n-grams is complex and 

proportionate to feature attribute’s count. Hence, reducing the attribute’s count optimizes the 

volume of n-grams to be used in learning phase.  

3.3 Feature Optimization 

The values projected to an attribute having significant diversity between their confidence 

towards the labels positive and negative are derived as optimal attributes. The t-test [24], which 

is a distribution diversity assessment measure has used to discover the diversity between the 

values of an attribute in records labeled as positive and the values of respective attribute in 

records labeled as negative. The mathematical model of feature optimization explored in 

following description. 
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a a aL
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//for each attribute ia of the attribute list aL   

Let the vectors ,i iaf af  denote the values of the attribute ia in positive and negative label 
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The t-score discovered from the vectors ,i iaf af 

representing values of the attribute ia towards 

positive and negative labels respectively. 

Further, probability value [25] pv of the t-score ts shall discover from the t-table [26] 

( )if pv p  If the probability value pv  is lesser than the 

probability threshold p  

 Indicates both vectors as divergent, hence the attribute ia  is having optimal values to consider in 

learning phase 
  \ ielse aL a  if the probability value pv is not less than the 

probability threshold p , discard attribute ia from 

the list of attributes aL , which is since the attribute

ia is not reflecting diversity between the it’s values 

in both sets ,tD tD  of positive and negative label. 

End 
// of the  

1

aL

i i
i

a a aL

    

 

Further phase, discovers the optimal n-gram features for both the labels as explored in 

following section. 

3.4 Discovering n-grams  

The resultant set aL is used as input to discover all possible unique subsets, which denotes as 

n-gram features in further descriptions. The mathematical model to discover n-grams of dynamic 

sizes explored in following description. 

 

nGr aL  The set aL is default set of 1-grams. Hence, the attributes listed 

in set aL shall move to set nG of n-grams  

tnG nGr  The set tnG is the clone of the set nGr  

 0while tnG   Begin While the set tnG is not empty 

 
| |

1

tnG

i i
i

ng ng tnG

    Begin For each n-gram ing of the set tnG  

 
| |

1

tnG

j j
j

ng ng tnG i j

      Begin For each n-gram jng of the set tnG that does not equal to the n-

gram ing  

 i jng ng ng  New n-gram ng , which is the union of two n-grams ,i jng ng that 
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denotes 
( )if ng nGr nGr ng   If n-gram ng does not exist in the set nGr of n-grams, add n-

gram ng to the set nGr  

End 
// of the loop  

| |

1

tnG

j j
j

ng ng tnG i j

      

End // of the loop  
| |

1

tnG

i i
i

ng ng tnG

    

 if nGr tnG  Begin If the size | |nGr  of the set nGr is greater than the size | |tnG  

\tnG tnG  Empty the set tnG  

tnG nGr  Add all the n-grams of the set nGr to the empty set tnG  

End Of the condition  if nGr tnG  

 | \elseif nGr tnG tnG tnG  If both the sets ,nGr tnG having same size, empty the set tnG  

End // of the loop  0while tnG   

 

The resultant set nGr contains all possible subsets of attributes (feature labels) of the set aL . 

Further, discovers the n-gram feature values and their confidence towards both sets ,tD tD  as 

follows 
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    Begin // for each n-gram ing feature of the set nGr  

( )ifv ng  // is an empty set containing unique n-grams 

of feature values of the n-gram feature ing both 

positive and negative labels 
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End 
// of the loop  

| |

1

tD

j j
j

r r tD
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#Finding the positive and negative confidence of each n-gram feature values# 
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3.5 Mortality Scope Prediction Scale  

The coefficients using to scale the mortality scope shall discover as projected in following 

mathematical model. Coefficients are the mean and respective root-mean-square-deviation 

(RMSD) of the positive and negative confidence of the diversified n-gram feature values.  

 
1

1

| |

pc

i i

i

pc c c pc
pc



 



 
    

 
  

// The mean of predictive confidence of the n-

gram feature values of the positive label.  
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// The mean of predictive confidence of the n-

gram feature values of the negative label. 
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// The deviation RMSD of the predictive 

confidence of the n-grams of the positive 

label.  
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// The deviation RMSD of the predictive 

confidence of the n-grams of the negative 

label.  
lb pc pc     //The lower-bound of the positive prediction 

scale is the difference between mean and 

respective deviation of the positive confidence 

of n-gram feature values 

ub pc pc      // The cumulative of mean and deviation 

denotes the upper-bound of the prediction 

scale of the positive label. 

lb pc pc     //The lower-bound of the negative prediction 

scale is the difference between mean and 

respective deviation of the positive confidence 

of n-gram feature values 
ub pc pc      // The cumulative of mean and deviation 

denotes the upper-bound of the prediction 

scale of the negative label. 

Return  , ,ss ssl ssu  // Returns n-gram coefficient, upper as well 
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as lower Heuristics regression boundaries.  

 

3.6 Label Prediction 

Let the input record r has been given to predict the mortality scope is positive or negative. Collect 

all the n-gram feature values of all optimal n-gram features from the given record r . Find the 

mean of the positive and negative confidence ,c c 
 of all n-gram feature values of the given 

input record r towards training corpus.  

Further, predict the mortality scope of the record as follows,  

  cif ub  // If the mean confidence c of the n-gram feature values discovered 

from the given input record r is greater than or equals to positive upper-bound ub , the 

mortality scope against the given record r is positive 

  &&if c pc c pc      // the condition mean confidence c is greater than the 

mean of the positive confidence pc and mean confidence c is lesser than the 

negative confidence pc  also recommends to label the given record as positive 

(prone to mortality).  

 c && clb lb      // The condition that denotes mean c of the confidence 

discovered for positive label of given record r  is greater than lower-bound lb of the 

positive label prediction scale and mean c of the negative confidence of the n-gram 

feature values of given record r  is lesser than the lower-bound lb of the negative label 

prediction scale 

Further, down the conditions contradicting to above stated conditions, the given input record 

shall be labeled as negative (not prone to mortality scope).  

4 Experimental Study 

This experimental investigation evaluated suggested as well as existing methods using 

demographic and pathological characteristics of covid19-positive individuals. Accuracy, 

specificity, sensitivity, precision, Mathew’s correlation coefficient (MCC), and f-measure were 

used to assess the quality of these proposed and existing models in a cross validation procedure. 

The outcomes observed from this metrics exhibits the performance advantage of the projected 

C19MP model when compared to other existing or counterpart methods. The works [27], [28] 

presented Gradient Boosting Survival Model (GBSM) and Individual-Level Fatality Prediction 

Model (ILFPM) respectively to discover the mortality scope of the covid-19 patients, which have 

considered to compare with and scale the performance of the proposed model.  

4.1 The dataset  

The dataset considered for experimental study has records of 5000 equally shared between two 

labels positive and negative. Each of the record listed in dataset is having demographic and 

pathology features of the anonymized patient. The total number of features including label are 

31. The optimal feature selection process discovered 17 features as optimal among the 30 

features (excluding the label). 
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4.2 Results Discussion 

Table 1: Mean values of the cross-validation metrics 

 C19MP GBSM ILFPM 

Positive predictive value 0.9203±0.004796 0.89961±0.004257 0.88624±0.006422 

True Negative Rate 0.89812±0.006397 0.87287±0.005889 0.85659±0.008803 

True Positive Rate 0.90675±0.008177 0.87811±0.005502 0.86118±0.004322 

Prediction Accuracy 0.903±0.005864 0.87585±0.004175 0.85919±0.005471 

False alarming 0.097±0.0058642 0.12415±0.0041754 0.14081±0.005471 

F-measure 0.90907±0.00561 0.88605±0.005087 0.87115±0.007662 

MCC 0.80326±0.011731 0.74865±0.008393 0.71515±0.011289 

  

 

Figure 2: Positive predictive value (precision) obtained from 10-fold cross validation 

over proposed C19MP and contemporary models GBSM and ILFPM 

 The proposed model C19MP has been compared with other counterpart GBSM and 

ILFPM as reflected in figure 2. The graph in figure 2, Table 1 has been plotted among precision 

over 10-folds of cross validation observed from the proposed and contemporary models. The 

average precision for the GBSM, ILFPM, and proposed C19MP are 0.89961±0.004257, 

0.88624±0.006422, and 0.9203±0.004796 respectively. The performance of the contribution 

C19MP is therefore more notable and favorable toward positive predictive value when compared 

to contemporaries GBSM as well as ILFPM models, according to the data of the precision stated 

above.  
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Figure 3: Specificity from 10-fold cross validation of C19MP, GBSM, and ILFPM 

This metric specificity denotes how optimal the classifier is in detecting the negative 

cases. In this empirical study, this metric has been measured to exhibit the performance of 

C19MP and counter models. In figure 3, comparison among specificity over 10-fold cross 

validation of C19MP, ILFPM and GBSM has been represented in the form of graph. The average 

specificity of the projected C19MP model, and counterpart GBSM and ILFPM model are 

0.89812±0.006397, 0.87287±0.005889 and 0.85659±0.008803 respectively. Thus, it has been 

envisioned from the above discussion that, the true negative rate of the method C19MP is 

superior that compared to counterpart methods. 

 

Figure 4: Sensitivity from 10-fold cross validation of C19MP, GBSM, and ILFPM 
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The sensitivity that reflects true positive rate of the contribution C19MP has been 

compared with the sensitivity observed from counterpart models GBSM and ILFPM in figure 4. 

The graph has been plotted among sensitivity observed from 10-folds cross validation for the 

proposed and contemporary models. The average sensitivity for the GBSM, ILFPM and C19MP 

are 0.87811±0.005502, 0.86118±0.004322, and 0.90675±0.008177 is respectively. These 

statistics exhibiting that, the performance of the contribution C19MP is more prominent and 

advantageous than the counterparts GBSM and ILFPM models.  

 

Figure 5: Accuracy from 10-fold cross validation of C19MP, GBSM, and ILFPM 

The metric accuracy denotes the accurate prediction rate of both labels. In figure 5, 

comparison among accuracy obtained from 10-fold cross validation of C19MP, ILFPM and 

GBSM has been represented in the form of graph. The average accuracy of the contribution 

C19MP model, and counterparts GBSM and ILFPM models are 0.903±0.005864, 

0.87585±0.004175 and 0.85919±0.005471 respectively. Accordingly, it may be inferred from the 

foregoing description that the C19MP performs more accurately than competing approaches.  

Figure 6 shows a line graph of F-measures generated from cross validation between the 

suggested as well as existing models, reflecting a comparison of C19MP with other comparable 

models like GBSM as well as ILFPM. The average F-measure of the GBSM is 

0.88605±0.005087 and for ILFPM is 0.87115±0.007662. The average F-measure of the 

contribution C19MP is 0.90907±0.00561. From the F-measure data shown above, it follows that 

the suggested C19MP is more salient and favorable than its counterparts, the GBSM as well as 

the ILFPM models.  
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Figure 6: F-Measure from 10-fold cross validation of C19MP, GBSM, and ILFPM 

 

Figure 7: False Alarming from 10-fold cross validation of C19MP, GBSM, and ILFPM 

The forecast failure rate is indicated by the measure false alarming. Figure 7 shows the 

cross validation of the suggested C19MP, as well as existing ILFPM, and GBSM's false alarms. 

The average false alarming of the contribution C19MP, and counterparts GBSM and ILFPM are 

0.097±0.0058642, 0.12415±0.0041754 and 0.14081±0.005471 respectively. From the foregoing 

discussion, it has been concluded that the proposed approach of this article performs better than 

competing techniques in terms of minimum false alarms.  
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Figure 8: MCC from 10-fold cross validation of C19MP, GBSM, and ILFPM 

The GBSM and ILFPM 10-fold cross validation averages of MCC are 0.74865±0.008393 

and 0.71515±0.011289 respectively. This C19MP's MCC on average is 0.80326±0.011731. 

Therefore, it can be inferred from the data stated above that the performance of 

suggested C19MP is superior to that of counterpart GBSM and ILFPM models. 

5 Conclusion 

A novel statistical method has been proposed to predict mortality scope of a patient tested 

positive for covid-19. Unlike contemporary models, which considered only demographic 

features, the proposed model has considered the features of demographic and pathology reports 

to perform supervised learning. In order to reduce the process complexity of learning phase, a 

novel feature optimization measure has portrayed that build on distribution diversity method t-

test. The significance of the contribution C19MP has exhibited by the 10-fold cross validation 

carried on recommended dataset. The proposed model C19MP has scaled by comparing with 

contemporary methods of recent past. The future research can use the cross-media features, 

which is the combination of demographic, image, and signal formats to improve the prediction 

accuracy of the mortality scope of the patient tested positive for COVID-19. 
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