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Abstract: In recent years, Artificial Neural Networks (ANN) was widely implemented for 

developing predictive and estimation models to estimate the needed parameters. As the 

Coronavirus disease 2019 (COVID-19) case numbers are rising internationally as 

uncontrolled outbreaks, it is important to better understand what factors promote the super 

spreading events.  In this paper, the use of Multi-Layer Perceptron (MLP) and Radial Basis 

Function (RBF) of ANN for COVID-19 spread and death contributing factors in America 

was described. A comparison was made by using a dataset of COVID-19 cases and deaths 

reported from 49 states in America during April 2020.  Seven covariates used in the network 

which are High Temperature, Low Temperature, Average Temperature, Population, 

Percentage of Cases over Population, Percentage of Death over Population, and Total 

Cases. However, the performance of MLP and RBF networks may be evaluated relatively 

similar. It was found that both MLP and RBF proved that the Population, Percentage of 

cases over population, and Total cases are the most contributing factors towards COVID-19 

spread and death in America particularly. 
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1. INTRODUCTION 

 

A present worldwide pandemic Coronavirus disease 2019 (COVID-19) is an illness 

caused by an infectious disease which is severe acute respiratory syndrome coronavirus 2 

(SARS-CoV-2) [1]. Approximately 170,000 confirmed cases of COVID-19 have been 

registered, including an estimated 7,000 deaths in about 150 countries worldwide [2]. A total 

of 4,226 cases of COVID-19 were reported in the United States as of March 16, with reports 

drastic rising to 500 or more cases per day starting on March 14. In order to reduce the spread 

of COVID-19 effectively, it is important to better understand what factors promote the super 

spreading events [3]. The success of Artificial Neural Networks (ANN) stems mainly from the 

ability to model not only linear but also non-linear problems effortlessly, and the realistic 
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analysis of issues identified using curvilinear models [1]. The Multilayer Perceptron (MLP) 

and Radial Basis Function (RBF) networks are the basic classic ANN topologies which widely 

working as classificatory.  

The networks of the MLP were first proposed by [2]-[4]. Numerous successful researches 

that used the MLP were found [5]-[7]. Among the most studied and most widely used network 

topologies are one-way multilayer networks of the multilayer perceptron type. On the other 

hand, the way of RBF networks process information is different. The topology of RBF was 

proposed by Dave Broomhead and David Lowe [8], [9], as well as John Moody and Christian 

Darkin [10]. The RBF is a type of feed-forward neural network which uses a supervised 

training method to learn. It represents a different when compared to sigmoid networks in 

which the method of mapping the input set into the output file [11], [12]. This transformation 

consists of matching the function of multivariate approximation to the necessary values. The 

RBF network typically needs more neurons than one-way networks with the feature of 

sigmoid activation for construction. Similar to MLP, the RBF network is also widely known 

for its capabilities in estimation and predication [13], [14].  

Considering the great potential of the MLP and RBF, this paper aims to establish a study 

on MLP and RBF in investigating the contributing factors for COVID-19 spread and death in 

America. The employment of the ANN is expected to contribute in understanding the 

contributing factors of the COVID-19 spread and death. The arrangement of the remainder of 

this paper is as follows: The data background is elaborated in Section 2. Section 3 includes 

the outlines of our research methods, including the description of MLP and RBF structures. 

In Section 4, our results are discussed. Finally, we present our conclusion in Section 5. 

 

Data Background 

The COVID-19 dataset which includes the number of cases and death were collected 

from the European Centre for Disease Prevention and Control (ECDPC), global geographical 

climate data were taken from the Weather Forecast, and population data were obtained from 

the Current World Population. The descriptive statistics data can be seen in Table 1, and the 

dataset from cases and deaths reported from 49 states in America is tabulated in Table 2. 

 

Table 1 Descriptive Statistics of Asia 
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Table 2 America’s COVID-19 Cases and Death Data – April 2020 
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2. RESEARCH METHODS 

 

This paper aims to establish a study on COVID-19 spread and death contributing factors 

in America using MLP and RBF. Seven covariates used in the network which are High 

Temperature, Low Temperature, Average Temperature, Population, Percentage of Cases over 

Population, Percentage of Death over Population, and Total Cases. These seven covariates 

were the inputs nodes in the input layer of the network. The description of the MLP and RBF 

structures are explained further in the next subsections.  

 

Multilayer Perceptron (MLP) Network 

The MLP is a class of feed forward network and is considered as the most utilized model 

for back-propagation neural network training [15]. It employs multiple layers which include 

input, multiple hidden layers, and an output layer [16]. This network has been demonstrated 
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to be applicable in various fields of studies such as prediction [17], [18] and classification 

[19]. Figure 1 illustrates a basic MLP network with two hidden layers.  

 

 
 

Figure 1 MLP Network Example 

 

The input is assigned with appropriate weights that will be carried over to the hidden 

layers. In each hidden layer, an activation function will be employed to generate relationships 

between input and output vectors. Equation (1) represents the appropriate mathematical 

expression of MLP. 

 

           (1) 

 

where: 

a: output signal of the neuron 

w: weights between the neurons 

i: vector of input data 

b: bias added to the neurons where each neuron in the network includes an activation 

function (f) 

 

The examples of popular MLP activation functions include thresholding, hyperbolic 

tangent, gaussian, and stochastic [20]. The output layer will acquire the result from previous 

layer to produce the target output of the network [21]. Conventionally, the activation function 

to produce the output in MLP network is sigmoid function before linearly combine the output 

generated from previous layer [22]. In this study, the MLP network consists of four hidden 

layer, with one single node. The activation function from input layer to hidden layer was 

Hyperbolic tangent. The target of the network is COVID-19 spread and death, where the 

activation function from hidden layer to output layer was identity (purelin). The default error 

function in backpropagation neural network was based on sum of squares (SSE). To simplify, 

the configurations of this network was 7-4-1. The network architecture for MLP can be 

referred in Figure 2.  
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Figure 2 MLP network architecture 

 

Radial Basis Function (RBF) Network 

The RBF network is a simpler approach compared to the MLP network. This model 

consists of three layers of network which are input, hidden, and output [23]. Similar to MLP, 

RBF network is also demonstrated to be successfully employed in field of studies such as 

prediction [24], [25] and classification [26]. This suggests that both MLP and RBF cater 

towards similar problems despite being considerably different in terms of the technique 

employed. RBF Network is configured with only one hidden layer while MLP is usually 

configured with more. The example of RBF neural network is depicted in Figure 3.  
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Figure 3 RBF Network Example 

 

The networks neuron which is the RBF activation function is located in the hidden layer. 

Radial functions are a special class of functions the value of which increases or decreases 

proportional to the distance from a central point. The formulation of a RBF output is as 

Equation (2): 

 

      ∑   

 

   

  ‖    ‖  (2) 

 

where: 

 x = input vector 

yi = network's ith output 

K = number of neurons in the hidden layer 

Cj = center of the jth hidden neuron 

wij = weight of the link from the jth neuron in the hidden layer to the ith neuron in the 

output layer 

‖. ‖ = Euclidian norm 

ϕ = RBF which is used in the neurons of hidden layer 

 

There are various types of RBF, but Gaussian function is the most employed [27] which 

is defined as Equation (3): 

 

 (‖    ‖)    
( 

‖    ‖
 

   
 )

 
(3) 

 

The σj is the width of the jth hidden neuron. While MLP employed activation function 

before linearly combine to produce the output in the final layer, RBF take the results from the 

previous layer and perform linear combination without employing any activation function. 

The weighted sum of every RBF neuron output is carried over towards the output layer 

neurons to decide the final output [28].  

On the contrary to the MLP, the RBF consists of only one hidden layer, with one single 

node. The activation function from input layer to hidden layer was Softmax. Similar to the 

MLP, the target of the network is COVID-19 spread and death, where the activation function 

from hidden layer to output layer was identity (purelin). The default error function in 

backpropagation neural network was based on SSE. To simplify, the configurations of this 

network was 7-1-1. The network architecture for RBF is illustrated in Figure 4.  

 



European Journal of Molecular & Clinical Medicine 

  ISSN 2515-8260                 Volume 08, Issue 02, 2021 

 

152 
 

 
 

Figure 4 RBF network architecture 

 

3. RESULTS AND DISCUSSION 

 

The case processing summary for MLP and RBF are presented in Table 3 and Table 4 

respectively. The data were divided into two sets which are training and testing. Based on the 

Table 3, the training set for MLP consist of 77.6% (38/49) of the overall data, while testing 

sets comprises of 22.4% (11/49) of the overall data, N=49. There were no excluded values 

recorded. 

 

Table 3 MLP Case Processing Summary 

 N Percent 

Sample Training 38 77.6% 

Testing 11 22.4% 

Valid 49 100.0% 

Excluded 0  

Total 49  

 

The training set for RBF in contrast consist of 69.4% (34/49) of the overall data, while 

testing sets comprises of 30.6% (15/49) of the overall data, N=49. There were no excluded 

values recorded as well as depicted in Table 4.  

 

Table 4 RBF Case Processing Summary 

 N Percent 
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Sample Training 34 69.4% 

Testing 15 30.6% 

Valid 49 100.0% 

Excluded 0  

Total 49  

 

Table 5 tabulates the independent variable importance for MLP network. Referring to 

Table 5, the MLP network concluded that the Population contributes to the highest 

contributing factor towards COVID-19 spread and death which is 100% of normalized 

importance. It is followed by the Total cases (76.8%) and Percentage of cases over population 

(13.1%). It is monitored that the climate which referring to high temperature, low 

temperature, and average temperature are seem to not really contribute to COVID-19 spread 

and death as they only returned little percentage of normalized importance which are 

HighTemp (1.5%), LowTemp (1.1%), and AvgTemp (2.8%). The graph of the MLP 

independent variable importance is presented in Figure 5.  

 

Table 5 MLP Independent Variable Importance 

 Importance Normalized Importance 

HighTemp .008 1.5% 

LowTemp .005 1.1% 

AvgTemp .014 2.8% 

Population .505 100.0% 

PercentCase

s 
.066 13.1% 

PercentDeat

h 
.014 2.7% 

TotalCase .388 76.8% 

 

 

 
 

Figure 5 MLP independent variable importance graph 
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The RBF network similarly determined that the most important contributing factors 

towards COVID-19 spread and death are the Population (100%), Percentage of cases over 

population (34.1%), and Total cases (33.7%) as shown in Table 6 and Figure 6.  

 

Table 6 RBF Independent Variable Importance 

 Importance Normalized Importance 

HighTemp .037 7.5% 

LowTemp .045 9.2% 

AvgTemp .041 8.4% 

Population .489 100.0% 

PercentCases .167 34.1% 

PercentDeath .057 11.7% 

TotalCase .165 33.7% 

 

 

 
 

Figure 6 RBF independent variable importance graph 

 

The performance of the developed MLP and RBF networks were then evaluated and 

investigated against an empirical correlation using statistical and graphical error analyses 

which are Sum of Squared Error (SSE) and Relative Error (RE). The method of rescaling 

covariates is Standardized by nature.  In this rescaling process, mean is subtracted from the 

values and the outcome is divided by the standard deviation. There are three more methods of 

rescaling which are Normalized, Adjusted normalized and None. The MLP network 

comprises of two optimization algorithms which are Scaled Conjugate Gradient and Gradient 

Descent. In comparison, the Normalized Radial Basis Function (NRBF) and Ordinary Radial 

Basis Function (ORBF) are used to represent the RBF. Table 7, Table 8, Table 9 and Table 

10 demonstrate the overall summary of RE and SSE for both MLP and RBF correspondingly.  

 

Table 7 RE of ANN MLP Models 

Rescaling of 

Covariates 

Optimization Algorithm 

Scaled Conjugate 

Gradient 
Gradient Descent 
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Standardized 0.033 0.001 

Normalized 0.061 0.002 

Adjusted 

Normalized 
0.010 1.057 

None 1.014 1.009 

 

Table 8 SSE of ANN MLP Models 

Rescaling of 

Covariates 

Optimization Algorithm 

Scaled Conjugate Gradient Gradient Descent 

Standardized 0.590 0.018 

Normalized 0.769 0.030 

Adjusted 

Normalized 
0.180 19.561 

None 16.735 17.661 

Based on the Table 7 and Table 8, it can be monitored that MLP produced the best result 

in Adjusted Standardized rescaling method (Scaled Conjugate Gradient), in which it returned 

the lowest values of RE and SSE of 0.010 and 0.180 as compared to the Normalized, 

Adjusted Normalized, and None. The Gradient Descent however produced the lowest values 

of RE and SSE in the Standardized method which are 0.001 (RE) and 0.018 (SSE) as 

compared to the ORBF. Instead, the RBF is seen to compute the lowest RE and SSE values in 

the Normalized rescaling method which are 0.001and 0.014 (NRBF), and are found to 

produce lower error rates than the MLP network as shown in Table 9 and Table 10. The 

OBRF in some way returned the lowest RE and SSE in the None rescaling covariates which 

are 0.002 (RE) and 0.043 (SSE). 

 

Table 9 RE of ANN RBF Models 

Rescaling of 

Covariates 

Radial Basis Neural Network Activation Function for Hidden 

Layer 

Normalized Radial Basis 

Function 

Ordinary Radial Basis 

Function 

Standardized 0.003 0.826 

Normalized 0.001 0.766 

Adjusted 

Normalized 
0.812 0.008 

None 0.008 0.002 

 

 

Table 10: SSE of ANN RBF Models 

Rescaling of 

Covariates 

Radial Basis Neural Network Activation Function for Hidden 

Layer 

Normalized Radial Basis 

Function 
Ordinary Radial Basis Function 

Standardized 0.047 13.637 

Normalized 0.014 14.942 

Adjusted 

Normalized 
11.372 0.124 

None 0.13 0.043 
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The testing set should be the reference in any network. The performance of MLP and 

RBF networks may be evaluated relatively similar. The RE values for both MLP and RBF are 

monitored to be quite low. Therefore, it is firmly believed that both MLP and RBF network 

performances are in favorable structure. All configurations of both techniques can be referred 

in Table 11 and Table 12. 

 

Table 11 Configurations of ANN MLP Models 

Rescaling of 

Covariates 

Optimization Algorithm 

Scaled Conjugate 

Gradient 
Gradient Descent 

Standardized 7-2-1 7-3-1 

Normalized 7-2-1 7-1-1 

Adjusted 

Normalized 
7-4-1 7-4-1 

None 7-5-1 7-4-1 

 

Table 12 Configurations of ANN RBF Models 

Rescaling of 

Covariates 

Radial Basis Neural Network Activation Function for Hidden 

Layer 

Normalized Radial Basis 

Function 
Ordinary Radial Basis Function 

Standardized 7-9-1 7-1-1 

Normalized 7-10-1 7-1-1 

Adjusted 

Normalized 
7-2-1 7-3-1 

None 7-3-1 7-5-1 

 

In a nutshell, the performance evaluation indicated that both ANN models of MLP and 

RBF are effective in investigating the contributing factors of COVID-19 spread and death. 

From the testing conducted, it is found the climate does not strongly contribute to COVID-19 

spread and death. It could also be concluded that the Population, Percentage of cases over 

population, and Total cases are the most contributing factors towards COVID-19 spread and 

death in America particularly.  

 

4. CONCLUSIONS 

 

This paper presents a study of COVID-19 spread and death contributing factors in 

America using Multi-Layer Perceptron (MLP) and Radial Basis Function (RBF). A 

comparison was made by using a dataset of COVID-19 cases in 49 America states during 

April 2020. There are seven contributing factors which acted as the covariates to the network 

such as High Temperature, Low Temperature, Average Temperature, Population, Percentage 

of Cases over Population, Percentage of Death over Population, and Total Cases. The 

performance evaluation indicated that both ANN models of MLP and RBF are effective in 

investigating the contributing factors of COVID-19 spread and death. From the testing 

conducted, both MLP and RBF proved that the Population, Percentage of cases over 
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population, and Total cases are the most contributing factors towards COVID-19 spread and 

death in America particularly.  
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