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ABSTRACT:  
Immense advancement in technology has enabled an easy speech & speaker recognition and 

signal processing. This review discusses the formation of speech, various mechanism and 

techniques used in identifying, extracting and deciphering the speech signals and its 

processing. The rapid pace of the field demands active efforts to ensure that this breakthrough 

technology is used responsibly for effective signal recognition and processing. 

This technology has a major importance in Forensics as it assists in investigation process, 

 by this they can repair, enhance, and analyse audio recordings using a variety of scientific 

tools and techniques.  

 

INTRODUCTION: 

Speech is defined as the means of communication used by people through articulating vocal 

sounds which does not refers only to the noises but to the pieces of the linguistic codes. 

Text is a written form of communication. In speech the fundamental analog form of message 

is an acoustic waveform which is known as the Speech signal. The process of speech 

processing involves the use of various branches of science like physics, computer science, 

pattern recognition, and linguistics [1]. Speech processing simply involves the examination of 

digital speech signals so as to manipulate, store, transfer and provide an output of signals. 

The input includes the speech recognition and the output is speech synthesis. Speech 

recognition is simply defined as the process of converting it into text form. Some aspects of 

speech processing are perceptual coding of speech and audio, speech recognition, 

enhancement, modification, speech-to-text synthesis etc. Speech processing has various 

applications in various fields [2]. 

In forensic science it helps in investigation as it can serve for Evidence enhancement as it can 

clarify the sound in a audio & video recordings. It is used for analysis, interpretation and 

identification. The audio could tell about the environment where the recording took place. 

The volume and the tone of the audio voice can tell about the spatial relationship within 

scene. Technical details like presence of an unnatural waveform may indicate that an edit has 

been made [3]. 

 

FORMATION OF SPEECH: 

The formation of speech involves conceptualization links to intention to create speech, 

formulation; links to the creation of linguistic form of the message , and articulation which 

results in production of soundwaves. For the production of speech sounds air stream is used. 

For the articulation of speech sounds lung-air is used. When we breath in & out the vocal are 

drawn apart and glottis is open [4]. When some speech sound is produced when the glottis is 

open such sounds are known as Voiceless sounds. During production of certain speech 
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sounds the vocal cords are loosely held and the pressure of the air from the lungs make them 

open & close rapidly, this is called the Vibration of vocal cords and the sound produced so  is 

known as Voiced sounds.  

The rate of vibration of vocal codes is called as Frequency and this determines the pitch of 

the voice [5]. 

 

PREPROCESSING OF SPEECH SIGNAL: 

This is the first phase and involves the segregation of voiced and unvoiced regions of the 

captured signal. It helps in adjusting and modifying the speech signal for further computer 

processing & feature extraction analysis [6]. It involves; 

 BACKGROUND NOISE REMOVAL, in this the ambient noise is removed by using 

Signal-to-noise ratio. 

 SPEECH WORD DETECTION, in this voice activity detectors (VAD) are used to 

separate speech & non-speech segments. 

 ZERO CROSSING RATE(ZCR) is the rate of signal changes of signal during frame 

 ENERGY NORMALIZATION 

 WINDOWING, in this the segmented waveform is multiplied by a time window to 

reduce discontinuity of speech. 

 

FEATURE EXTRACTION OF SPEECH SIGNAL: 

It is the process of converting the soundwave it a digital signal and then obtaining the various 

features like pitch, energy, power and vocal tract configuration from the speech signal [7]. 

Following techniques are commonly used for feature extraction from speech signals: 

 LINEAR PREDICTIVE CODING: in this the values of signals is expressed as a 

linear combination of preceding values which describes the time varying linear 

system which represents the vocal tract. It provides auto-regression based speech 

features. It is a formant estimation technique. It is used for encoding speech at low bit 

rate although it cannot differentiate between words with similar vowel sound [8]. 

 MEL-FREQUENCY CEPSTRUM: used for speech processing tasks & mimics the 

human auditory system. The Mel frequency scale is equal to the linear frequency 

spacing below 1000Hz & a log spacing above 1000Hz [9]. 

 RELATIVE SPECTRAL FILTERING: it is a band pass filtering technique, designed 

to lessen the effect of noises and enhance the speech. 

 PROBABILISTIC LINEAR DISCRIMINATE ANALYSIS: this is based on the  

i-vector having full information, it is a low dimensional vector having fixed length. 

It is flexible acoustic model which uses variable number of interrelated input frames 

[10]. 

 

 

SPEECH RECOGNITION TECHNIQUES: 

It is the process of synthesis of text form from speech. It helps in recognising isolated words, 

connected words, continuous words and spontaneous words. 

There are mainly 3 techniques employed for this purpose: 

 

1. HIDDEN MARKOV MODEL(HMM): 

This is used for the hidden or unobserved states. It provides a simple and effective 

framework for modelling time-varying spectral vector sequences. 

 It uses forward algorithm for isolated word recognition, viterbri algorithm for 

continuous speech recognition and forward-backward algorithm for training an HMM. 

            In this the states are represented as acoustic models, each discrete time step, 
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            a transition is taken into new state, and then the output symbol is generated.  

           This model uses algorithm for estimation of hidden variables out of given list of  

            observations. The transitions and output symbols chosen are governed by probability  

            distribution [11]. 

 

2. DYNAMIC TIME WARPING (DTW): 

It is used for comparison between two temporal sequences based on their difference 

between speed. It measures the similarity between the sequences which vary in time 

and speed, it also finds the optimal nonlinear alignment between them [12]. 

 

3. ARTIFICIAL NEURAL NETWORKS(ANN): 

This model is based upon the reasoning of neurons of human brain. ANN is made up 

of number of processing units also known as neurons. The neurons are connected by 

passing signals and output is transmitted through outgoing neuron which have 

branches transmitting the same signal. The single unit of this system is known as 

perceptron. This system helps in character recognition [13].  

Various other studies have been done in this regard with successful findings [14-23]. 

 

 

CONCLUSION: 

Speech signal processing can be used in field of forensic science for identification of a 

criminal. In order to achieve effective feature extraction, we can use techniques such as linear 

predictive coding, Mel-frequency cestrum, Relative spectral filtering and probabilistic linear 

discriminate analysis.  
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