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Abstract—Living organisms have a variety of macromolecules which play crucial role in the biological funtions. These are 

comprised of amino acids chains. The structure and folding patterns of amino acids decide the functions and features of proteins. 

The knowledge of the functions of proteins play important role in identifying their biological processes, disorders, therapeutics and 

medicine and accordingly the measures to prevent the biological disorders can be taken. In the process of achieving the goals, related 

to proteins and their processes the classification of proteins is vital. This research helps in demonstrating the relationship  between 

protein sequences and its related classification type. The objective is achieved by applying 1D convolutional neural network model 

on a dataset comprising of more than 3 lakh tuples. The results of above  method is compared using learning rate charts. In the 

current work, researchers have focused on understanding the structural protein sequences dataset accessed from Protein Data Bank 

database available at  https://www.rcsb.org/  website of Research Collaboratory for structural bioinformatics. Also after the detailed 

analyses of protein dataset, the classification of proteins has been demonstrated using deep learning approaches(convolutional neural 

network model).  
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I. INTRODUCTION   

In recent times, biological data produced by advanced sequencing technologies have motivated the researchers to explore. 

A proteome is multi-dimensional structure with a complete set of proteins. This has several dedicated operations in maintaining 

the cellular structure and functionality of proteins. Any small change or error in the genetic sequence of the protein can cause 

changes in critical sections of proteins structure. This change or alteration impacts the phenotypes as it changes the tertiary 

structure of protein. A phenotype is a change in normal physiology or behavior. This can also be expressed by the alterations 

in the structure of protein or regulation of one or more proteins which play vital role in different unique functionalities such as 

growth and maintenance, causing biochemical reactions, acting as a messenger, providing structures and protection. For 

example, changes specific to Heart Disease or any cancer.   

Research in understanding the structure of proteins, classification and clustering of proteins and changes in proteins which 

cause to phenotype changes to humans has become popular field of research with increase in biological data provided by 

advanced sequencing technologies. As per the functions of proteins in different processes classify these in several groups such 

as transport, enzyme, protection, storage, hormonal, structure and contractile [1]. With advancements in sequencing 

technologies, number of known proteins is also increasing. As an estimate, 176 million protein sequences are in Uniprot[2] 

database. The length of a protein may vary from 6 to 35000 amino acids[3].    

II. LITERATURE REVIEW  

To understand these proteins, classification can be a good measure. This can be done on the basis of similarities in functions 

and structure. Also another can be relationship with some common disease. Protein databases such as GCPR[4], SCOP[5] 

classify and store proteins hierarchically as classes, families, and subfamilies. COGs[6], Pfam[7], Uniprot are proteins sequence 

databases that provide both manually and automatically reviewed proteins using computational methods.  

  

A. Machine Learning Approach  

Machine learning Naïve Bias algorithms have been implemented by various researchers in recent times for classification of 

protein sequences. Feng P-M et. al [8]. have implemented Naïve Bayes Classifier. Researchers used a benchmark dataset of 

307 sequences of Phage virus that uses bacteria as hosts. A Naïve Bayes classifier with feature selection was used to classify 
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Phage Virion proteins containing 99 phage virion protein sequences and 208 Phage non-virion protein sequences from the 

UniProt database. This method scored 79.6% accuracy over jacknife testing benchmarks.  

  

  Yanyuan Pan et al [9].  proposed a method to predict bacteriophage virion proteins using a Multinomial Naïve Bayes 

classification model based on discrete feature generated from the g-gap feature tree. For this, researchers created a web server 

(PhagePred) that implements the proposed predictor is available, which can be freely accessed on the Internet. Yuran Jia et al 

[10] developed a DNA-binding protein identification method called KKDBP. To improve prediction accuracy, we propose a 

feature extraction method that fuses\multiple PSSM features. The experimental results show a prediction accuracy on the 

independent test dataset PDB186 of 81.22%, which is the highest of all existing methods.   

Yu-Wei Huang et al [11] used “merged moiety-based interpretable features (MMIFs),” which merged four moiety-based 

compound features  as the input features for building random forest (RF) models. By using>200,000 bioactivity test data, 

researchers classified inhibitors as kinase family inhibitors or non-inhibitors in the machine learning. The results showed that 

our RF models achieved good accuracy (>0.8) for the 10 kinase families. Binh P. Nguyen  et al[12] proposed a method that 

utilizes a convolutional neural network and Random Forest using the normalized PSSM and the best-selected feature of the 

ProtBert output  M. Saifur Rahmana et al[13] have applied Support Vector Machine (SVM) to classify the sub-Golgi proteins. 

This method (isGPT), achieves accuracy values of 95.4%, 95.9% and 95.3% for 10-fold cross-validation test, jackknife test and 

independent test respectively.  

B. Deep Learning  Approach  

Recently many researchers have implemented use of deep learning for protein classification [14],[15]. Deep learning 

methods have shown better performance when it is compared with the existing methods. DeepSF[16] constructs a convolutional 

neural network (CNN) with 30 layers to classify protein sequences.    

Another model Deepre[17] has a slight change in approach which implements a combinations of a CNN with a recurrent 

neural network (RNNs). This extracts convolutional and sequential features from protein sequences  to predict enzyme 

classifications. The model was tested using cross-fold validation and the experiments were conducted on two large-scale 

datasets of the uniProt database.  

Szalkai B et al [18] have classified 521,527 protein sequences among 698 families of class labels with accuracy of 99.99% 

using the Uniprot dataset. ProtCNN[19] (a single deep convolutional neural network), is another work focussing on residual 

networks architecture in classifying the sequences of Pfam[7] dataset.  DeepFam[20]  is a deep learning model that is used for 

classifying proteins to their families.   

III. DATASET ANALYSIS AND PREPROCESSING  

The dataset used here is from RCSB PDB Protein Data Bank[21] . RCSB PDB (RCSB.org) is a data center used to maintain 

global Protein Data Bank (PDB) archive in the format of 3D structure of large biological molecules such as (proteins, DNA, 

and RNA) with primary goal of research and education in field of fundamental biology, health, energy, and biotechnology being 

funded by United States of America.   

The dataset contains 2 files with a common field structuredId. Using this field, researchers, merged both the files into a 

single file to visualize all the related fields altogether using inner join functionality of pandas. The fields identified relevant to 

this research are structureId, classification, macromoleculeType and sequence . The main task here was to classify all the 

proteins available into provided classification column’s values on the basis of sequence column.  

To format the dataset as per the needs of the research, the in-depth analysis was done using exploratory data analysis 

techniques on top of statistical concepts. Few of the EDA outputs are given in the image. There are total of 435372 records of 

different macromolecule types. Out of which 345321 records are of type protein. These proteins are of different types having 

their own sequence and constituted using the 20 default amino acid codes. While doing the analysis no null values were found 

in the dataset. A total of 3017 unique proteins exist in the dataset ranging different value counts. To make computations less 

time consuming and hardware requirements friendly, only top 6 value counted proteins have been classified in this research. 

After this operation, only 157889 records were left for the main task. Also to make the dataset compatible for training, 

classification column’s values have been encoded while values in sequence column were tokenized to implement the 

classification models. Keras library provides the Tokenizer package for this task.    

After preprocessing of data, only 6 major classes of protein remain in the dataset considering the hardware requirements. 

All sequences have been converted to vector representations using Tokenizer class of Keras library. This way, each word or 
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part of text can be represented in some form of token built on top of some key value architecture being token as key or vector 

and value as text tokenized. Later a proper binding of these text sequences along with tokens generated are considered as X 

variable of set of independent variables for model training.  

  

  

  

  

  

  

Fig. 1  

  

  

IV. METHODOLOGY  

After  data preprocessing, To construct 1 dimensional convolutional neural network, architecture first implements an 

embedding layer that learns the vector representation for each code followed by first convolution of single dimension. In the 

next layer, Max pooling has been implemented reduce the computational cost and also provides basic translation invariance to 

the internal representation. After repeating again one 1D convolution and a softmax pooling, next layer is introduced for the 

purpose of flattening. The current state of vectors is in multi dimensions, so to convert this in a long one dimensional vector, a 

flatten layer is implemented.   

Finally. In the last two steps, 2 dense layers have been implemented. This way, total trainable parameters become 262272 

with 0 number of non-trainable parameters.  

The output dense layer has 6 output shape as unique classes to the problem are only 6. Below is the model summery.  
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Fig 2  

 Before moving ahead with training the model, a train test split of the data has been done on the ratio of 8:2  i.e. 80% of the 

data in under training phase while 20% of the data under testing phase. The random state hyper-parameter  controls the shuffling 

process of the dataset. This helps in randomness of the learning and validation data. Keras documentation states that number of 

epochs beyond 11, loss on training set start decreasing and becomes almost zero along-with increment but loss on validation 

increases as it considers overfitting. To avoid such a situation, this model sets epochs as 10. Also a batch-size of 128 has been 

set.    

RESULTS   

In the current study, researchers have tried to classify the protein sequences on the basis of their respective protein type. After 

going through the past work and some analysis of the statistical theorems, the proposed work implements a convolutional neural 

network model. Model learning accuracy on train data is 95% while on test data it performs well with an accuracy of 91%. 

Output of the is attached in image.     

  

 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

    

  

  

  

  

  

    

Fig 3   
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Fig 4  

  

The image here represents how the model grew while learning along-with accuracy score of training and test data.  
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