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Abstract   

Machine learning based outlier detection methods are widely used in various domains. However, an 

ensemble of such detection methods could leverage detection performance. The existing ensemble 

methods made up of multiple unsupervised learning algorithms lack in ideal strategy for choosing right 

candidates as constituent detectors. It resulted in mediocrity in model stability and accuracy. To 

overcome this problem, in this paper, we propose an ensemble framework based outlier detection system 

in high dimensional data. It has ideal mechanism for effectively choosing base outlier detectors. Out of 

many candidate outlier detectors, the ones that yield highest performance are combined. An algorithm 

named Average Selection and Ensemble of Candidates for Outlier Detection (ASEC-OD). Many real 

world datasets are used for empirical study. The results of experiments revealed that the proposed 

framework outperforms many existing methods.  

 

Keywords –Machine learning, outlier detection, ideal selection of candidates for outlier ensemble, 

outlier detection system  

 

1. INTRODUCTION  

Outlier detection methods discover anomalous data objects in the given dataset. They are very useful in 

different applications like network intrusion detection ,credit card fraud detection , video surveillance[1] 

and social networks[2] to mention few. Outliers can be predicted[3] or detected. In the area of outlier 

detection, the ground truth is often missing and this is the reason why unsupervised machine learning is 

widely used in outlier detection research[4,5]. Literature is rich in outlier detection methods in various 

fields few are present in [6,7,8]. For instance, the subspace method for outlier detection is used in [9], [10] 

and [11]. These methods are famous as they exploit localized regions to detect abnormalities in high-

dimensional data. It is also found that reverse nearest neighbour based methods are good for outlier 

detection as explored in [12] and [13]. It is understood that dimensionality reduction has its positive 

impact on increasing performance of outlier detection methods. It is evident in the research insights of 

[14], [15], [16] and [17]. When dimensions are reduced, it improves accuracy in outlier detection as it 

reduces search space. Towards this end, feature extraction method is generally used as in [18].  

 

Different methods used for outlier detection can be combined in order to have better performance. This 

approach is known as ensemble learning. It is widely used approach for leveraging outlier detection 

recognition as discussed in [19], [18], [20], [21], [15], [22] and [23]. Many ensemble methods do follow 

unsupervised methods such as the ones explored in [24] and [12]. The problem with the existing ensemble 

outlier detection methods is that they are not using ideal strategy to identify better constituent detectors 

leading to mediocrity in performance. This problem is overcome this in this paper by proposing a 

framework that carefully selects constituent detectors using an ideal selection approach. Our contributions 

in this paper are as follows. 

 

1. We propose an ensemble framework based outlier detection system in high dimensional data for 

leveraging performance by exploiting knowledge of multiple detectors. 

2. We propose an algorithm named Average Selection and Ensemble of Candidates for Outlier 

Detection (ASEC-OD) to overcome mediocrity problem of ensemble learning.  
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3. We built a prototype application to evaluate the proposed framework by comparing it with multiple 

state of the art outlier detection methods.  

The remainder of the paper is structured as follows. Section 2 reviews literature on ensemble outlier 

detection methods. Section 3 presents the proposed framework. Section 4 provides results of empirical 

study. Section 5 concludes the paper gives directions for future scope of the research. 

  

2. RELATED WORK 

This section reviews literature on outlier ensembles. Aggarwal [19] explored different kinds of outlier 

ensembles. They analysed them in the context of both clustering and classification. They found many 

common combination functions such as maximum function, averaging function, damped averaging and 

pruned averaging. With respect to unsupervised methods, they found intermediate evaluation, diversity 

and consensus issues. Different methods associated with classification used for ensemble analysis are 

boosting, bagging, random forests, model averaging and bucket of models. They envisaged that ensemble 

outlier methods provide more useful business intelligence (BI). Aggarwal [9] discussed about several 

kinds of technique used for outlier detection based on subspace method. They include rarity-based, 

unbiased and aggregation-based. They opined that outlier detection is the most difficult problem out of all 

problems related to subspaces. Chakraborty et al. [18] explored outlier type scenarios with ensemble and 

deep feature learning approaches combined. Features are extracted using stacked autoencoders. Majority 

voting is used in order to detect outliers. In future, they intend to focus on multiple outlier type scenarios. 

Zhang et al. [20]proposed a genetic framework known as Locality Sensitive Hashing (LSH) forest. It is an 

ensemble method with fast tree isolation. They intended to improve it to support low-latency anomaly 

detection. Trittenbach and Bohm [10] proposed an algorithm based on dimension based subspace search to 

discover outliers. They also proposed a heuristic known as Greedy Maximum Deviation (GMD). It is 

based on certain criteria known as runtime, number of subspaces, robustness and search-result quality.  

 

Zhang et al. [11] studied high-dimensional data streams in order to discover anomalies based on sliding 

window. Their method includes data preparation, feature normalization, reference set derivation, relevant 

subspace selection, computing local outlier scores and determination of control limit. It performs model 

training offline and actual anomaly detection online. In [21] foundation is made on outlier ensemble 

methods that exploit trade-off between bias and variance. The framework is widely used in order to solve 

generalization error in classification methods. It minimizes the reducible generalization error in ensembles. 

It is understood that a high bias detector is less sensitive while high variance detector is more sensitive to 

data variations. Therefore, it is important to control both bias and variance leading to reduction in 

generalization error.  

 

Dang et al. [14] proposed an algorithm that uses discriminative features in order to discover outliers. In the 

process, it reduces dimensionality and improves performance. They found that their method works better 

with ensemble approach. Chen et al. [25] considered Intelligent Transportation System (ITS) as case study 

for outlier detection. They studied different outlier detection methods useful for ITS. They followed 

different strategies such as partition, ensemble learning and average LOF for better recognition of outliers. 

In future, they intend to use different outlier methods combined for better results. Liu et al. [24] proposed a 

novel outlier detection method known as Single-Objective Generative Adversarial Active Learning (SO-

GAAL). Gupta et al. [26] made review of outlier detection methods that work on temporal data. Their 

study includes different methods that work on temporal data such as time series data, data streams, 

distributed data, spatio-temporal data and network data. Domingues et al. [27] studied different outlier 

detection categories known as probabilistic methods, distance based methods, neighbour based methods, 

information theory based methods, neural networks, isolation methods and domain based methods. 

  

Radovanovic et al. [12] explored outlier detection methods and found that the proposition “reverse nearest 

neighbour discovery helps in detection of outliers” is true. They used Influenced outlierness (INFLO) and 

Local Outlier Factor (LOF) for evaluation and that the proposition is validated. Gogoi et al. [28] explored 

outlier detection methods used to identify network anomalies. Feature bagging [15] is a method proposed 
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to overcome curse of dimensionality and leverage precision in clustering. Koufakou and Georgiopoulos 

[16] proposed a fast outlier detection strategy in distributed datasets with multiple dimensions. Gao et al. 

[13] proposed a framework known as LEAP for outlier detection. It is based on reverse nearest neighbour 

concept besides two optimization principles such as minimal probing and lifespan-aware prioritization. In 

future they intend to know its scalability. The ensemble method in [22] is capable of picking useful 

detectors an eliminate underperforming ones in an iterative process to obtain impressive results in multi-

dimensional data.  

 

Cassisi et al. [17] proposed an outlier detection method based on space stratification by enhancing density-

based clustering that includes dimensionality reduction. For the detector combinations, data locality is not 

considered often. Instead of data locality, most of the existing ensemble methods such as the one in [23] 

used all training samples. Unbiased distance-based method [29], angle-based time approximation method 

[30], outlier detection method based on direct density ratio estimation [31], SVDD based outlier detection 

[32] and hybrid outlier detection framework [33] are other important approaches found in the literature. 

From the review of literature, it is understood that the existing ensemble methods made up of multiple 

unsupervised learning algorithms lack in ideal strategy for choosing right candidates as constituent 

detectors. It resulted in mediocrity in model stability and accuracy. This problem is overcome in this 

paper. 

  

3. ENSEMBLE FRAMEWORK BASED OUTLIER DETECTION SYSTEM 

A framework is proposed for effective ensemble of outlier detection candidates. It takes high-dimensional 

dataset as input and pre-processes it to divide into training data (60%) and testing data (40%). A set of 

base detectors used with sampling based diversity and also averaging based final outlier detectors. For 

each detector, training data is given as input in order to compute training outlier score. This will result in 

an outlier score matrix that is used to generate global ground truth by averaging the scores. This global 

ground truth is used while generating local ground truth later on. For each instance of the test data, kNN 

ensemble is used to define a local region. Based on the local region, local ground truth is generated. While 

generating the local ground truth, the global ground truth is used for better results. Afterwards, for each 

candidate detector outlier score is computed. Then Pearson correlation is computed based on the generated 

local ground truth and also the computed local outlier score. For a group of subset of detectors, averaging 

method is used to return competent detectors that finally produce outlier detection results. The proposed 

ensemble framework based outlier detection system is as shown in Figure 1.

 



European Journal of Molecular & Clinical Medicine 

                                                                                                 ISSN 2515-8260                 Volume 7, Issue 4, 2020  

1165 
 

 
Figure 1: Ensemble framework based outlier detection system 

 

The framework has required procedures to be followed on both training data and testing data in order to 

have better outlier detection based on ensemble approach that exploits ideal section of candidate detectors 

besides using a strategy for local region definition. The following sub sections provide details of algorithm 

design and pseudocode of the proposed algorithm.  
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3.1 Algorithm Design 

Candidate detector diversity is maintained either with distinct hyper parameters of same detector or 

multiple heterogeneous candidate detectors. A set of LOF detectors are used with distinct MinPts as 

candidate detectors. All the candidate detectors are trained with the training set denoted as Xtrain. It results 

in an inference gained in the form of computed outlier score. The score vector is denoted as Cr(.) where r is 

the index of candidate detector. The final results (computed outlier scores of all candidate detectors) are 

finally maintained in an outlier score matrix as in Eq. 1. 

 

𝑂(𝑋𝑡𝑟𝑎𝑖𝑛) = [𝐶1(𝑋𝑡𝑟𝑎𝑖𝑛), … 𝐶𝑟(𝑋𝑡𝑟𝑎𝑖𝑛)]  ∈ 𝑅𝑛×𝑅(1) 

 

Where C denotes candidate detector and 𝑅𝑛×𝑅 denotes training set while 𝑂(𝑋𝑡𝑟𝑎𝑖𝑛) denotes outlier score 

matrix. As the proposed framework finds detector competency (without actually ground truth labels as 

done in supervised learning approaches). The generation of global ground truth with aggregation 

parameter ∅ is shown in Eq. 2. 

 

𝑔𝑙𝑜𝑏𝑎𝑙_𝑔𝑟𝑜𝑢𝑛𝑑_𝑡𝑟𝑢𝑡ℎ = ∅(𝑂(𝑋𝑡𝑟𝑎𝑖𝑛)) ∈ 𝑅𝑛×1                                                         (2) 

 

It is an important observation here is that the global ground truth is generated purely based on data and it is 

used for ideal detector selection process. After generating ground truth with aggregation (averaging is 

used), the system is ready to work on the test data. One way to find local region is to use KNN 

[34,35,36].Each test instance is used to find its nearest neighbours (k nearest objects in the training set). 

This is achieved with KNN ensemble method as in Eq. 3. 

 

𝜑𝑗 = {𝑥𝑖 | 𝑥𝑖  𝜖 𝑋𝑡𝑟𝑎𝑖𝑛,  𝑥𝑖  𝜖  𝐾𝑁𝑁𝑒𝑛𝑠
(𝑗)

}                                                                   (3) 

 

Where 𝜑𝑗 represents local region, 𝐾𝑁𝑁𝑒𝑛𝑠
(𝑗)

 denotes the nearest neighbours of test instance based on 

ensemble criteria. For each instance, after finding local region, local ground truth is generated as in Eq. 4. 

 

𝑔𝑙𝑜𝑏𝑎𝑙_𝑔𝑟𝑜𝑢𝑛𝑑_𝑡𝑟𝑢𝑡ℎ𝜑𝑗 = 𝑔𝑙𝑜𝑏𝑎𝑙_𝑔𝑟𝑜𝑢𝑛𝑑_𝑡𝑟𝑢𝑡ℎ 𝑥𝑖
| 𝑥𝑖  ∈  𝜑𝑗}  ∈ 𝑅|𝜑𝑗|×1      (4) 

 

Where |𝜑𝑗| represents cardinality of 𝜑𝑗 and the local training outlier scores can be obtained from the 

outlier score matrix. Therefore, it results in Eq. 5. 

 

𝑂(𝜑𝑗) = [𝐶1(𝜑𝑗), … 𝐶𝑟(𝜑𝑗)]  ∈ 𝑅|𝜑𝑗|×𝑅                                                           (5) 

 

In order to estimate competency of detectors in actual outlier detection on test data, there is an iterative 

process needed Pearson correlation is used to identify and select outliers that are used in averaging 

approach to produce final outlier detection results.  

 

3.2 Average Selection and Ensemble of Candidates for Outlier Detection  

An algorithm named Average Selection and Ensemble of Candidates for Outlier Detection (ASEC-OD) is 

proposed and implemented. This algorithm is based on the formulations made in Section 3.1. It takes a set 

of candidate detectors as input along with training data, testing data and number of neighbours to be 

considered in finding local regions. After intended processing, the algorithm returns the best set of 

candidate detectors that produce results of outlier detection.  
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Algorithm: Average Selection and Ensemble of Candidates for Outlier Detection  

Inputs: Candidate detector set C, training data T, test data T2, number of neighbours n 

Output: Outlier scores of T2 

 

1. Start 

2. Initialize outlier score matrix M 

3. Initialize final outlier score vector F 

4. For each candidate detector c in C 

5. outlier_score = computeScore(T) 

6. M = updateMatrix(M) 

7. End For 

8. global_ground_truth = generateGlobalGroundTruth(M) 

9. For each test instance t2 in T2 

10. local_region = computeLocalRegion(t2, n, T) 

11. local_ground_truth = generateLocalGroundTruth(local_region, 

global_ground_truth) 

12. For each candidate detector c in C 

13. outlier_score = computeScore(local_region, T) 

14. pearson_correlation = computeCorrelation(outlier_score, local_ground_truth) 

15.    End For 

16. C = getDetectors(pearson_correlation) 

17. outlier_score = getFinalOutlierScore(C, t2) 

18.    Add outlier_score to F 

19. End For 

20. Return F 

21. End 

 

Algorithm 1: Average selection and ensemble of candidates for outlier detection 

 

As presented in Algorithm 1, Step 2 and Step 3 initialize outlier score matrix M and final outlier score 

vector F respectively. They are used in the later stages to get updated with actual scores. Step 4 through 

Step 7 is an iterative process used to train candidate detectors and update the matrix M with outlier score 

produced by the detector. In Step 8, global ground truth is computed based on M. Step 9 starts an iterative 

process that includes an inner iterative process from Step 12 through Step 15. The outer iterative process 

ends at Step 19. In Step 10 local region is computed based on number of nearest neighbours, test instance 

t2 and training set T. In Step 11, local ground truth is computed based on local region and global ground 

truth. In Step 13, outlier score is computed for each detector based on local region and training set T. 

Afterwards, Pearson correlation is computed as in Step 14 based on outlier score and local ground truth. In 

Step 16, all detectors that are competent are identified. They are used to find final outlier score for given 

instance with averaging method. Then that outlier score is stored in vector F. Finally, in Step 20, the final 

outlier score vector F is returned which has outlier scores of all instances found in T2.  

 

4. RESULTS AND DISCUSSION  

Experiments are made with a prototype application built using Python data science platform. Different 

outlier datasets collected from [37]. The datasets used for empirical study are known as Cardio, Letter, 

Arrhythmia, Mnist, Satellite, Thyroid and Stamps. The dataset details are shown in Table 1 in terms of 

name of dataset, number of points, number of dimensions, number of outliers and % of outliers.  
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Dataset Pts Dim Outliers %Outlier 

Arrhythmia 452 274 66 14.60 

Cardio 1831 21 176 9.61 

Letter 1600 32 100 6.25 

MNIST 7603 100 700 9.21 

Satellite 6435 36 2036 31.64 

Stamps 340 9 31 9.12 

Thyroid 3772 6 93 2.47 

Table 1: Details of outlier datasets used for experiments 

 

The proposed framework and its underlying algorithm is evaluated by comparing results with many 

existing methods found in [19], [21], [15], [22] and [23]. Two performance metrics such as mean average 

precision (mAP) and area under the receiver operating characteristic (ROC-AUC). The results of 

performance are the average of 30 independent experiments. 

 

Dataset ROC-AUC 

Method in 

[19] 

Method in 

[21] 

Method in 

[15] 

Method in 

[22] 

Method in 

[23] 

ASEC-OD 

Arrhythmia 0.7758 0.7749 0.7690 0.7656 0.7758 0.7763 

Cardio 0.8770 0.8865 0.8903 0.8798 0.8782 0.9013 

Letter 0.7925 0.8031 0.8300 0.8434 0.7908 0.7867 

MNIST 0.8557 0.8588 0.8553 0.8349 0.8563 0.8633 

Satellite 0.5881 0.5992 0.6220 0.6258 0.5876 0.6015 

Stamps 0.8946 0.8927 0.8763 0.8559 0.8953 0.8985 

Thyroid 0.9656 0.9647 0.9510 0.9385 0.9665 0.9700 

Table 2: Performance evaluation with ROC-AUC 

 

As presented in Table 2, ROC-AUC performance of the ASEC-OD is compared with state of the art 

methods for all the seven high dimensional datasets. 
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               (c)                                                                                     (d) 

Figure 2: Performance comparison with ROC-AUC for datasets a) Arrhythmia b) Cardio c) Letter d) 

Mnist 

 

As presented in Figure 2, ROC-AUC performance is compared for four datasets such as Arrhythmia, 

Cardio, Letter and Mnist. The dataset name is taken in horizontal axis and vertical axis shows value of 

ROC-AUC. Ground truth generation methods are used in order to gain advantage from variance and also 

reduce bias. However, the ground truth depends on the quality of data available. In case of Arrhythmia  

dataset, the ROC-AUC of the proposed method is 0.7763 which is higher than all the existing methods. 

The least performance for this dataset is exhibited by the method in [22] with 0.7656. With respect to 

Cario dataset also, the ASEC-OD outperformed all other methods with ROC-AUC value 0.9013. In this 

case, the least performance is shown by the method in [19] with ROC-AUC value 0.877. With regard to 

Letter dataset, highest performance is shown by the method in [22] with 0.8434 and the least performance 

is exhibited by ASEC-OD. This is due to the irrelevant features found in the dataset as the proposed 

method depends on quality of instance for generating ground truth. With Mnist dataset the performance of 

ASEC-OD is higher than all other methods with 0.8633. The least performing method in terms of ROC-

AUC is the method in [22] with 0.8349.  
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(a) (b) 

 

 
(c) 

Figure 3: Performance comparison with ROC-AUC for datasets a) Satellite b) Stamps c) Thyroid 

 

As presented in Figure 3, ROC-AUC performance is compared for three datasets such as Satellite, Stamps 

and Thyroid. The dataset name is taken in horizontal axis and vertical axis shows value of ROC-AUC. 

Ground truth generation methods are used in order to gain advantage from variance and also reduce bias. 

However, the ground truth depends on the quality of data available. This is the reason for performance 

differences for the proposed method. In case of Satellite dataset, the ROC-AUC of the proposed method is 

0.6015 which is higher than many existing methods in [19], [21] and [23]. The least performance for this 

dataset is exhibited by the method in [23] with 0.5876. With respect to Stamps dataset also, the ASEC-OD 

outperformed all other methods with ROC-AUC value 0.8985. In this case, the least performance is shown 

by the method in [22] with ROC-AUC value 0.8559. With regard to Thyroid dataset, highest performance 

is shown by the ASEC-OD with 0.97 and the least performance is exhibited by the method in [22]. From 

the results of Figure 2 and Figure 3, it is observed that the proposed method outperformed all the existing 

methods for most of the datasets.  

 

Dataset mAP 

Method in 

[19] 

Method in 

[21] 

Method in 

[15] 

Method in 

[22] 

Method in 

[23] 

ASEC-OD 

Arrhythmia 0.3766 0.3769 0.3722 0.3690 0.3766 0.3796 

Cardio 0.3516 0.3708 0.3864 0.3666 0.3535 0.4117 

Letter 0.2388 0.2473 0.2867 0.3160 0.2372 0.2407 

MNIST 0.3911 0.3941 0.3896 0.3701 0.3918 0.3979 

Satellite 0.4047 0.4139 0.4352 0.4385 0.4047 0.4196 

Stamps 0.3694 0.3660 0.3387 0.3144 0.3706 0.3779 
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Thyroid 0.4045 0.4123 0.3488 0.2850 0.4130 0.4651 

Table 3: Performance evaluation with mean average precision 

 

As presented in Table 2, performance of the ASEC-OD is compared with state of the art methods for all 

the seven high dimensional datasets in terms of mean average precision. 
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Figure 4: Performance comparison with mean average precision for datasets a) Arrhythmia b) Cardio c) 

Letter d) Mnist 
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axis shows value of mean average precision. Ground truth generation methods are used in order to gain 

advantage from variance and also reduce bias. However, the ground truth depends on the quality of data 

available. This has led to performance differences for each dataset with respect to ASEC-OD. In case of 

Arrhythmia dataset, the mean average precision of the proposed method is 0.3796 which is higher than all 

the existing methods. The least performance for this dataset is exhibited by the method in [22] with 0.369. 

With respect to Cardio dataset also, the ASEC-OD outperformed all other methods with mean average 

precision value 0.4117. In this case, the least performance is shown by the method in [19] with mean 

average precision value 0.3516. With regard to Letter dataset, highest performance is shown by the method 

in [22] with 0.316 and the least performance is exhibited by the method in [23]. The ASEC-OD showed 

better performance over the methods in [19] and [23] only. This is due to the irrelevant features found in 

the dataset as the proposed method depends on quality of instance for generating ground truth. With Mnist 

dataset the performance of ASEC-OD is higher than all other methods with 0.3979. The least performing 

method in terms of mean average precision is the method in [22] with 0.3701. 

  

 

  
(a) (b) 

 

 
(c) 

 

Figure 5: Performance comparison with mean average precision for datasets a) Satellite b) Stamps c) 

Thyroid 

 

 

As presented in Figure 5, mean average precision performance is compared for three datasets such as 
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of mean average precision. Ground truth generation methods are used in order to gain advantage from 

variance and also reduce bias. However, the ground truth depends on the quality of data available. This is 

the reason for performance differences for the proposed method. In case of Satellite dataset, the  

 

mean average precision of the proposed method is 0.4196 which is higher than many existing methods in 

[19], [21] and [23]. The least performance for this dataset is exhibited by the methods in [19] and [23] with 

0.4047. With respect to Stamps dataset also, the ASEC-OD outperformed all other methods with mean 

average precision value 0.3779. In this case, the least performance is shown by the method in [22] with 

mean average precision value 0.3144. With regard to Thyroid dataset, highest performance is shown by the 

ASEC-OD with 0.4651 and the least performance is exhibited by the method in [22] with 0.285. From the 

results of Figure 4 and Figure 5, it is observed that the proposed method outperformed all the existing 

methods for most of the datasets.  

 

5. CONCLUSION AND FUTURE WORK 

In this work, we proposed an ensemble based outlier detection framework that exploits unsupervised 

learning methods. The existing ensemble approaches suffer from mediocrity in selecting ideal base 

selectors that are part of ensemble. This problem is overcome in this paper with an ideal selection of 

constituent candidate outlier detectors. An algorithm named Average Selection and Ensemble of 

Candidates for Outlier Detection (ASEC-OD) is proposed and implemented to realize the ensemble 

framework. Many real world datasets are used for empirical study. The results of experiments revealed 

that the proposed framework outperforms many existing methods. However, the proposed algorithm has 

certain limitations. First, defining local region is based on fining nearest neighbours. It may result in 

deteriorated performance when irrelevant features are found in the dataset. Second, the ground truth 

generation is made based on averaging. However, it could be improved with combination of heterogeneous 

base detectors and supervised learning. In our future research we improve the framework to overcome 

aforementioned limitations.  
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