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ABSTRACT: In the recent past, multi-modality medical image fusion method plays significant role in 

Computer Aided Diagnosis (CAD) for accurate and efficient classification and diagnosis of brain 

tumor disease. Conventional methods may introduce artifacts, loss of pixels in segmentation of tumor 

region or low quality fusion images. The multimodality medical images should be properly filtered all 

available noises and enhanced in terms of contrast and brightness. In this paper, a novel methodology 

for image fusion is introduced by combining entropy data based on Entropy Principle Component 

Analysis (EPCA) in 2D-Discrete Wavelet Transform (2D-DWT). The image restoration methodology is 

applied on multi-modality medical image to remove various noises such as salt and pepper noise, 

random noise and Gaussian noise. The 2D-Adaptive Bilateral Gabor Filter (2D-ABGF) is implemented 

for image restoration method. The filtered image is given for image enhancement for improving quality 

of image. The Edge Preservation – Histogram Equalization (EPHE) methodology is applied to improve 

contrast and brightness of the image. The 2D DWT algorithm is used to decompose the images into low 

and high frequency coefficients. The EPCA fusion rule is used to apply fusion rule. The frequency 

bands are applied for combining entropy data of multi-modality images for efficient and accurate 

fusion. The inverse 2D DWT is used to convert fused coefficients to estimate the final fusion image. 

The novel fusion rule is used based on combining entropy data of multi-modal images to reduce the 

dimension of image dictionary and cost of computation.  The various fusion parameters such as 

structural similarity metric, image fusion index of quality, standard deviation, entropy and mutual 

information are compared with existing methodologies to prove the accuracy and efficiency of 

proposed methodology. 
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Introduction 

Medical image fusion approaches can combine medical data from multiple morphological to 

create medical diagnostics more stable and precise, which play a significant role in many medical 

applications. A convolutional neural network (CNN) based medical image fusion technique is used to 

achieve a fused images of high image fidelity and consistent structure information. The proposed 

algorithm uses a qualified Siamese convolutionary channel to fuse the pixel behavior information of the 

input image to produce a weight map. In the meanwhile, a contrast pyramid is being applied to 

decompose the source image. Based on the various spatial frequency bands and the weighted fusion 

operator, the source images are combined. [1]. A innovative learning - based method was used for the 

fusion of computer vision. Second, improve the limited data of the images by collecting and inserting 

their multi-layer data to produce insightful fixes. In the meantime, easy and efficient multi-scale 

sequencing is used to incorporate multi-scale patch composition while at the same time reducing 

computing costs. Second, model a neighbourhood intensity metric and a multi-scale frequency domain 

variable for grouping texture features with identical intensity and detail details in each patch category. 

Then learn the energy sub-dictionary and the description sub-dictionary, collectively K-SVD. Finally, 

merge the sub-dictionaries to create an integrative, convenient and insightful dictionary. As a key 

contribution, the proposed autocomplete feature deep learning can not only acquire an insightful and 

lightweight dictionary, but can also fix shortcomings such as needless patch problems and poor 

computational performance in conventional dictionary learning algorithms [2]. Digital image fusion has 

now become an effective means of surgical use. Orthodox medical object fusion techniques have the issue 

of weak fusion performance due to the lack of accurate knowledge during convergence. In place to handle 

with this the algorithm introduces a new multisensory medical image fusion approach based on the 

imaging features of patient data. In the proposed procedure, the non-sampled shearlet transformation 

(NSST) extraction is first conducted on the input image to achieve lower and higher parameters. High-

frequency correlations are combined with the datatype pulse-coupled neural network (PAPCNN) model. 

The approach is based on the β Adaptive and Optimized Relation Strength parameter implemented to 

community linkages. -The low frequency coefficients are combined into a convolutionary sparse 

representation (CSR) model [3]. Medical image fusion applies to the combining and integration of two or 

more images of the same region of lesion from various medical devices. The goal is to collect more 

information, improve the amount of data and make clinical diagnosis and care more reliable and ideal. In 

the case of low-frequency parameters of the image processing, the periodic function adopts the clustering 

algorithm for pixel actual value maximization; in the context of large coefficients, the fusion technique 

requires the fusion rule which combines the collection of the local data entropy with the distributed 

averaging process. Then the diffusion algorithm obtains a merged medical data with an inverse wavelet 

transformation. Allow two classes of CT/MRI images and PET/MRI images to model our fusion method 

and equate the simulation performance with the widely used wavelet transformation fusion algorithm [4]. 

Infrared (IR) and visual image fusion approaches are used to implement field segmentation into the dual-

tree complex wavelet transformation (DTCWT) field. This approach is intended to efficiently boost both 

the increases slowly and the scenic spectrum characteristics of the fusion objects and the target detection 
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and tracking performance of the fusion device on an elevated photonic framework. The process requires 

segmenting the area into an IR object by relevance and defining the focus region and the hidden object; 

then integrating the low-frequency materials in the DTCWT system by region segmentation effect. In the 

case of high-frequency structures, the area weights must be assigned to the information richness of the 

region data in order to perform fusion on the basis of all masses and adaptive stages, and then to add a 

shrinkage function in order to remove noise; eventually, the fused low-frequency and high-frequency 

materials are replicated in order to produce a convergence image [5]. The new architecture is proposed to 

integrate multi-focus images specifically designed for visual sensor network (VSN) conditions. Multi-

scale fusion approaches may also generate fused images with a good visual effect. However, owing to the 

weaknesses in the rules on diffusion, it is almost difficult to fully prevent the loss of valuable details in 

the resulting spectral information. The proposed merger structure can be split into two systems: the 

original merger and the final merger. The initial fusion is focused on the transformation of a dual-tree 

complex wavelet (DTCWT). Visual contrast based on Sum-Modified-Laplacian (SML) and SML are used 

to fuse low-and high-frequency correlations, accordingly, and an original binary image is obtained. In the 

final fusion process, the residual imaging block technique and the accuracy scan are used to identify the 

potential targets and then a determination map is produced. The chart is used to direct how the final fused 

image will be achieved. The efficiency of the proposed approach has been thoroughly tested on a variety 

of multi-focus objects, including non-referenced images, related images and images with differing 

amounts of noise[6]. Pre-processing filtering are the first and most critical step of many based on image 

processing algorithms. These transform minimize the distortion in the images, retaining the detail needed 

based on the action taken. Due to the growing need for real-time computing systems, conventional 

software technologies cannot be preferred. New hardware technology is being developed for image 

analysis algorithms that are designed to improve the processing speed that is critical to practical cases. 

The decision-based algorithm used to improve the wavelet transform helps eliminate abuse of the original 

vectors and the hardware enhancement used for the Source image decreases the necessary computation, 

allowing it fasted [7]. Retinal image attribute is used for early diagnosis of disorders such as arthritis, 

diabetes, glaucoma, etc. The electronic control device will improve the reliability of the large-volume 

image data selection process. The use of feature selection methods plays a critical role in the automatic 

study of fundus images. These strategies include the use of contrast-limited adaptive histogram 

equalization (CLAHE), adaptive gamma correction (AGC), morphological improvement, and hessian 

ridge-based vector improvement. Visual data and predictive error-based output indicators can be used as 

an IQA database. These are peak signal to noise ratio (PSNR), absolute mean brightness error (AMBE), 

structural similarity index (SSIM), correlation coefficient (CoC) and entropy (ENT) [8]. Image data 

slicing is a demanding area of remote sensing techniques that has become more important as high-

resolution satellites and super-spectral sensors have appeared. While spectral properties are critical for 

crystal analysis, image quality is also critical as it enables the identification/interpretation of selected 

metals in a spatial sense. Working to improve the spatial background while retaining the surface features 

of the incredibly sensor also would bring great benefits for geophysical methods, especially in desert 

areas. New concept was tested using super-spectral data (ASTER) and high spatial-resolution 

panchromatic data (WorldView-2) for image fusion. The updated Principal Component Analysis (PCA)-

based slicing process, which applies a pixel fitting methodology that reflects the actual range of data, has 

been used to evaluate whether substitution of Principal Components (PC1–PC4) will yield a spectral 

bands more reliable fused image. The new method was compared to the most commonly used—PCA 
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sharpening and Gram–Schmidt sharpening (GS), all included in ENVI applications (Version 5.2 and 

below and the traditional approach—land sat 8 multispectral band (MUL) enhancing using its own 

panchromatic (PAN) group. Visual evaluation and spectral efficiency metrics have shown that the spectral 

efficiency of the proposed sharpening technique using PC1 and PC2 improves the productivity of the 

PCA algorithm and that equivalent or better outcomes are obtained relative to the GS process. It has been 

found that the visible-near-infrared (VNIR) portion of the range was best maintained by using the PC1, 

but if the PC2 was used the short-wave infrared (SWIR) component was better preserved [9]. Clinical 

image fusion has arisen as a powerful tool for numerous clinical uses, such as cancer detection and 

diagnosis preparation, as an innovative way to combine the details found in multiple diagnostic images of 

different methods. New multisensory proposed fusion approach was proposed in the non-sub sampled 

shearlet transformation (NSST) environment. In the suggested method, the NSST extraction is first 

conducted on the input image in order to achieve multi-scale and multi-directional decomposition. High-

frequency bands are paired with a parameter-adaptive pulse-coupled neural network (PA-PCNN) system 

under which all PCNN variables can be tuned to the input group. Limited bands are paired with an 

innovative approach that concurrently solves two main problems in the field of medical image processing, 

namely energy conservation and information extraction. The fused object is eventually restored by 

conducting the inverse NSST on the fused low - and high bands. The efficacy of the proposed procedure 

is confirmed by four separate types of medical imaging fusion issues [computed tomography (CT) and 

magnetic resonance imaging (MR), MR-T1 and MR-T2, MR and positron emission spectroscopy, and 

MR and single photon emissions CT with a total of even more than 80 clusters of input image [10]. 

 

Related Works 

 

Xuming Zhang et. al [1] has proposed Multimodal medical image fusion (MIF) that plays a significant 

role in medical diagnosis and treatment. Established MIF approaches tend to add artifacts, lead to loss of 

image information, or generate low-contrast fused images. A innovative spiking cortical model (SCM) 

dependent MIF approach has been suggested to solve these issues. The suggested technique will generate 

high-quality fused images using a fusion measurement technique based on the SCM shooting time. In the 

fusion weighted sum, the intensity is calculated by comparing the entropy data of the SCM pulse releases 

with the Weber local description used in the loading representation of pulse image data. Numerous 

research on multisensory patient data demonstrate that, relative to a variety of state-of-the-art MIF 

approaches, the suggested technique can very well retain image specifics and possibly prevent the 

presence of objects and thus dramatically enhance the accuracy of the fused images in relation to human 

perception and appropriate assessment parameters such as shared knowledge, edge retention, etc. [11]. 

Yuanyuan Li et. al [12] has proposed In advanced clinical diagnosis, remote sensing, video monitoring, 

etc., multi-modality object fusion offers more detailed and advanced knowledge. In choosing the degree 

of extraction and the intensity loss in the input images, conventional multi-scale transform (MST) based 

image diffusion strategies have problems. At the same time, the poor description capacity of fixed 

definition is endured by conventional sparse-representation based image fusion methods. An image fusion 

architecture incorporating non-sub-sampled contour transformation (NSCT) into local features is 

proposed to address these limitations of MST- and SR-based approaches (SR). For achieving related low- 

and high-pass parameters, NSCT is added to the decomposition of source images. By using SR and Sum 

Modified-laplacian (SML) respectively, it fuses low- and high-pass parameters. To obtain the final 
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merged graphic, NSCT inverse relationship transforms the fused correlations. In dictionary training, a key 

feature analysis (PCA) is carried out to reduce the dimension of the studied dictionary and the cost of 

calculation. A novel SML-based high-pass fusion rule applies to prevent pseudo-Gibbs phenomena 

surrounding fused image singularities. Wei Tan et. al [13] has presented For a large variety of medical 

diagnosis challenges, a novel multi-modal evolutionary computing algorithm is suggested. In a non-sub-

sampled shearlet transformation domain, it is based on the implementation of a boundary calculated 

pulse-coupled neural network fusion strategy and a capacity quality fusion technique. Our algorithm has 

been validated in a data set with multiple disease methods, including glioma, Alzheimer's, and metastatic 

bronchogenic carcinoma, comprising over 100 pairs of images. Multivariate assessment verifies that none 

of the existing algorithms are outperformed by the training methodology, offering valuable diagnosable 

disorder ideas. Hima Bindu Ch et. al [14] has presented An MRDCT - based image fusion operation, 

which incorporates MRI and CT. (computed tomography). The MRI image gives data about soft tissue 

(smooth) and the CT image gives details about bones (sharp). First to acquire the multiple parameters, 

apply Multi Resolution Discrete Cosine Transform (MRDCT) on both MRI and CT images and then 

apply the laws of fusion. Lastly, to obtain the feature vector, apply the inverse MRDCT. This method's 

superiority is illustrated by contrasting different output indicators with other previous techniques. 

Christine Pohl et. al [15] has presented Fusion of images and data with additional medical knowledge that 

is not visible exclusively in the actual images. Many diverse uses in the fields of satellite data, military, 

biometric data, artificial vision and computer vision are used in image and data fusion. Three levels of 

clustering algorithms, including pixel, function and decision level, have been developed by the scientific 

community. Each degree has its purpose and demonstrated importance in the production of medical data, 

based on the location, computing methodology or usable data. Each level offers a collection of rules 

which can be followed. Choosing the fusion operator has a strong effect on the efficiency of the outcome. 

It becomes obvious that due to the knowledge that needs to be retrieved with a particular application, the 

choice of level and technique must differ. Each approach has its benefits and pitfalls that have to be 

interpreted carefully. Different images and data of the same object are collected based on the needs of 

multimodal instruments such as ultrasound (US), MRI and CT. The numerous objects, the range of 

degrees of fusion and rules add to an uncountable amount of potential combinations. This makes it more 

difficult for the customer, without wasting precious time and energy, to select the most combination 

produces. Jingchun Piao et. al [16] has presented Using a deep neural network, a new powerful infrared 

(IR) and visual (VIS) image fusion approach is used. A Siamese Convolutional Neural Network (CNN) is 

used in our approach to produce a scaling factor dynamically that reflects the sensitivity of each vertex for 

a pair of input image. In the automated encryption of an image into a function domain for identification, 

CNN plays a major role. The biggest issues in computer vision, which are the calculation of intention in 

the context and fusion rule design, can be worked out in one shot by implementing the appropriate 

process. The reconstruction is conducted on the basis of wavelet transformation by multi-scale image 

dissolution, and the product of regeneration is more perceptible to a visual perception. In addition, by 

contrasting pedestrian identification outcomes with other approaches, using the YOLOv3 object detection 

model using a public benchmark data set, the technological limitations efficacy of the image fusion 

system is measured. Tulasi Gayatri Devi et. al [17] has proposed filters to denoise the microscopic 

images. In the processing step of the foundation for decision, two filters, Wiener and Median filter, are 

related for accuracy in de-noising the signal. For the Peak Signal to Noise Ratio (PSNR) that could be 

used for improved image detection in the advanced parts the Wiener filter and the Median filter were 
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added and compared. Using 35 real - time data that have Gaussian noise, the suggested approach has been 

tested. For the available dataset, the two filter function, while the median filter gives the Wiener filter the 

highest PSNR. The comparative study of the methods of Wiener and Median filtering is useful for 

adjusting the proper image pre - processing filtering methodology, which will have a direct effect on the 

accuracy of cancer cell identification. At any particular moment, the outcomes of the Wiener filter 

established the mean and the variability values of the images. The minimum used the technique of gray-

scale, which separated the original image. Sergei Yelmanov et. al [18] has addressed The topic of 

developing innovative sophisticated image enhancement solutions for use in real-time smart devices. The 

goal of this analysis is to improve the performance of image enhancement through transformation of the 

grey level. Propose a novel outlook to image enhancement focused on an estimation of the distribution of 

light at the borders of objects in an image to accomplish this goal. A new parameter-free gray-level 

transformation method for adaptive nonlinear image contrast extending in automatic mode is being 

proposed to demonstrate this method. The topic of developing new, innovative image enhancement 

technology to be used in real-time smartphone applications has been discussed. The goal of this research 

was to increase the efficiency of gray-level transformations in image processing. A new strategy to image 

enhancement was developed by empirical non-inertial intensity scale transformation based on an 

approximation of the propagation of brightness at the edges of objects in the image. By transferring the 

intensity of low-contrast objects and images with overly high contrast, the suggested fix offers an 

improvement in the contrast of dynamic images and a more even representation of contrast in the object. 

A new parameter-free gray-level transformation technique has been suggested for adaptive nonlinear 

image contrast spreading in automatic mode. Particularly in comparison with the source images, the 

suggested nonlinear contrast enhancement technique produces an efficient improvement in the integral 

contrast of images without the appearance of unnecessary objects. Shanshan Huang et. al [19] has 

proposed Centered on the support vector machine and principal component, a modern multi-sensor image 

fusion technique. Second, by integrating the sliding window methodology and five powerful 

measurement metrics, the main features of the source images are retrieved. Secondly, according to the 

extracted image characteristics, a qualified back propagation model is used to extract the target section 

and the non-focus region of the source images, thereby obtaining the fusion determination for each input 

images. The accuracy confirmation procedure is then used in the calculations of the qualified 

classification model to absorb a particular singular point. Finally, to handle the contested areas in the 

fusion image pair, a new approach based on key analysis method and the multi-scale window size is 

proposed. 

 

Motivation 

 

A new algorithm has been proposed and applied for the multimodal fusion of medical images based on 

wavelet transformation. The MRI and CT image fusion was accomplished by the adoption of multi-

resolution wavelet transform analysis. In addition, to MRI and color image fusion, the novel technique 

has been expanded. The image restoration technique is applied to resolve the influence of noise and 

guarantee the homogeneity of the fused image. The improvement of the image is applied to increase the 

image quality. For multimodal medical images, a hybrid of Entropy Principal Component Analysis 

(EPCA) and 2D-Discrete Wavelet Transform (2D-DWT) is being used as an enhanced fusion solution. In 

order to obtain a reliable estimation of linear elementary particles, the current fusion solution requires 
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image extraction using 2D-DWT. This is accompanied by the implementation of EPCA in order to 

increase dynamic range as a fusion rule. This is followed by application of EPCA as a fusion rule to 

improve upon the spatial resolution. Fusion Factor (FF) and Structural Similarity Index (SSIM) are used 

as fusion metrics for performance evaluation of the proposed approach. 

 

Objective 

 

 Digital filter for multi-modal medical image design and development of image reconstruction to 

suppress different noises such as salt and pepper noise, random noise and Gaussian noise. For the 

image restoration process, the 2D-Adaptive Bilateral Gabor Filter (2D-ABGF) is used. 

 

 To design and develop the technique of image enhancement to increase dynamic range. The 

technique of Edge Preservation-Histogram Equalization (EPHE) is applied to increase image 

contrast and brightness. 

 

 Integrating entropy data based on Entropy Theory Part Analysis (EPCA) in 2D-Discrete Wavelet 

Transform to plan and develop new approach for image fusion (2D-DWT). 

 

 In order to show the precision and usefulness of the proposed technique, different fusion variables 

such as structural similarity measure, image fusion consistency index, standard deviation, entropy 

and reciprocal knowledge are contrasted with advanced techniques. 

 

Existing Methodology 

Required data may also be generated by medical images coming from multiple sources. Therefore a major 

support for medical diagnosis is the integration of two or more co-registered multimodal medical images 

into a single camera (image fusion). Many of the image fusion methods used are based on Multi-

resolution Analysis (MRA), which is able to degrade an image at various sizes into many elements. 

According to the MRA methodology, the Wavelet-based process for fusing medical images attempts to 

bring the proper "contextual" material into the fused image by adding two separate consistency measures: 

heterogeneity and maximum matrix multiplication. 

Disadvantages of existing methodology 

1. In extreme weather conditions, images have less potential when camera fusion is conducted by a single 

sensor fusion technique. 

2. It is not clearly apparent at night and it is mostly due to features of the camera, whether it is day or 

night. 

3. For effective visualization of mages based on the spatial frequency, more source energy is needed. 

4. If one clicks on the two input image in this weather condition conditions, it will provide the worst 

performance due to rain or fog visualization. 

5. There are tremendous risks of loss of data in this method. 

6. It needs the right maintenance. 

7. Data analysis is very slow when fusing images. 
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Proposed Methodology  

The radiotherapy plan also benefits from supplementary knowledge in images of various 

modalities. The measurement of the dose is based on CT information, while the corresponding MR scan 

also performs better on the tumor outline. CT offers the best data on thicker tissue with less interference 

for clinical condition; MRI gives excellent data on soft tissue with more complexity, offering clear 

insights on blood supply and flood movement with generally poor space resolution. The concept of 

merging objects from various modalities is very relevant for more accessible multi-modal patient data in 

clinical applications, and medical computer vision has appeared as a recent and exciting area of study. 

The medical fusion object is a mixture of functional and structural images into one object. This paper 

suggests a global policy for energy diffusion, which is a form of region-level object fusion. A new 

method has been developed and applied for the fusion of multisensory medical data based on wavelet 

transformation and Entropy Principle Component Analysis (EPCA). In order to eliminate different noises 

such as salt and pepper noise, random noise and Gaussian noise, the image restoration technique is 

applied to multi-modality image processing. For the image restoration process, the 2D-Adaptive Bilateral 

Gabor Filter (2D-ABGF) is used. The technique of Edge Preservation-Histogram Equalization (EPHE) is 

applied to increase image contrast and brightness. To decompose the images into low and high frequency 

coefficients, the 2D DWT algorithm is used. For the implementation of the fusion law, the EPCA fusion 

rule is used. The frequency bands are used to merge entropy data for effective and precise fusion of multi-

modality objects. To approximate the final fusion image, the inverse 2D DWT is used to transform fused 

correlations. Based on the combination of entropy data from multi-modal objects, the novel fusion rule is 

being used to decrease the object dictionary component and processing cost. In order to show the 

precision and usefulness of the proposed technique, different fusion variables such as structural similarity 

measure, image fusion consistency index, standard deviation, entropy and reciprocal knowledge are 

contrasted with current methodologies. 

 

 

 

Image restoration using 2D-Adaptive Bilateral Gabor Filter (2D-ABGF) 

The method of eliminating noise from a degraded image while maintaining its characteristics preserved is 

noise reduction and removal. In computer vision and image processing, it is one of the main problems and 

logical concepts. Images could collect interference from a range of sources: due to cameras' efficiency, 

brightness, resolution, and synchronization during storage and processing. The existence of noise is 

displayed by unpleasant data that is not connected to the scene under analysis. With additive Gaussian 

noise and impulse noise, image noise can be accurately designed for most typical applications. The 2D-
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EPCA Fusion Rule 
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Adaptive Bilateral Gabor Filter's concept is to mix grey levels linear system closeness and photometric 

resemblance, both in field and range, in preference of near levels to distant principles. Two spatial and 

isotopic ratios weighting functions are required to complement a value of each pixel in a (2N +1)(2N +1) 

region with a combination of comparable and nearby adjacent pixels. In theory, any type of weight matrix 

can be used, but in respect of the Euclidean distance between the arguments, it is typically a Gabor 

distribution.  More specifically, let (θx, θy) be the location of the pixel under consideration and 

 

Ψθx,θy = {(μx, μy) : (μx, μy) ∈ [θx − N, θx + N]×[θy − N, θy + N]}    (1) 

 

In the region of (x, xy) are the pixels. For the contextual and isotopic ratios elements, the weighting 

functions are known as 

 

WSθx,θy (μx, μy) = exp| (μx, μy) − (θx, θy) |22σ2S       (2) 

 

and 

 

WRθx,θy (μx, μy) = expI(μx, μy) − I(θx, θy)|22σ2R      (3) 

 

where I(・, ・) is the intensity value at the given position. Then, the ensemble weight in the bilateral 

filter is the product of (2) and (3): 

 

Wθx,θy (μx, μy) = WSθx,θy (μx, μy)WRθx,θy (μx, μy).    (4) 

 

In practice, each pixel is filtered using normalized weights as 

 

I(θx, θy) =(μx,μy)∈ΨWθx,θy (μx, μy)I(μx, μy) (μx,μy)∈ΨWθx,θy (μx, μy)     (5) 

 

where ˜I(θx, θy) is the filtered image at location (θx, θy). To change the effect of WS and WR, 

respectively, the parameters σS and σR are used. For the detection of pixels sufficiently near or identical 

to the pixel being filtered, they may be viewed as rough thresholds. A new noise reduction filter has been 

introduced based on the expansion of the bilateral filter. It is suggested that in any de-noising case, the 

approach proposed is often better than or at least equal to the efficiency of the conventional bilateral filter. 

A number of noisy images use the influence of the β parameter on the restoration performance. This 

double bilateral filter outperformed most existing approaches in both visual image efficiency and restored 

signal quantity due to the integration of the median filter into the de-noising system. While the double 

bilateral filter was designed to improve Gaussian noise filtering efficiency, it was also able to manage 

impulse noise. Furthermore in restoring images distorted by the mixture of Gaussian and impulse noise, 

our noise reduction algorithm had better results. 

 

Image Enhancement using Edge Preservation – Histogram Equalization (EPHE) 

 

EPHE was initially used for low-contrast diagnostic image enhancement. EPHE differs from ordinary 

AHE in its restricting comparison. To solve the issue of noise enhancement, the EPHE imposed clipping 
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restrictions. The EPHE limits the multiplication to a predetermined limit by chopping the histogram until 

the cumulative distribution function is computed (CDF). An input original data is transformed down into 

non-overlapping contextual regions called sub-images, tiles or blocks in the EPHE methodology. Two 

key variables are included in the EPHE: Block Size (BS) and Clip Cap (CL). Such two factors primarily 

govern improved dynamic range. As CL is amplified, the image becomes light because the input layer has 

a very moderate energy and the bigger CL flatters the histogram. The image quality becomes higher as the 

BS is wider, and the imaging modality also increases. The two factors calculated at the highest entropy 

symmetry point yield qualitatively high image quality using the image equilibrium. Histogram 

equalization is extended to each relational area through the EPHE process. The initial histogram is clipped 

and each grey level is distributed by the condensed pixels. The transferred histogram varies from the 

ordinary histogram because the frequency of the pixels is reduced to the peak selected. But there are the 

same minimum and maximum grey values in the improved image and the input image. The EPHE 

procedure for enhancing the original image consists of the following steps: 

 

Step 1: The division into non-overlapping contextual regions of the original intensity objects. The total 

number of tiles for the image is identical to M. A strong value for retaining the image chromatic 

information is N, and 8.8. 

 

Step 2: Measure each descriptive region's histogram according to the grey levels present in the object of 

the collection. 

 

Step 3: Measurement of the conceptual region's contrast-limited histogram by CL value as avg grey where 

avg N is the maximum number of pixels, grey N is the number of grey levels in the contextual region, 

NrX and NrY are the number of pixels in the contextual region's X and Y measurements. It is possible to 

express the real CL as 

 

CL clip avg N = N . N     (6) 

 

Where CL N is the real CL, in the [0, 1] set, clip N is the normalized CL. The pixels would be cropped if 

the number of pixels is higher than CL N. The total number of clipped pixels is known as clip N, so the 

grey clip grey is the average of the remaining pixels to be allocated to each grey level. 

 

The histogram clipping rule is given by the following statements  

 

If region CL H (i) > N then 

 

region clip CL H (i) = N      (7) 

 

Else if region avggray CL (H (i) + N ) > N then 

 

region clip CL H (i) = N      (8) 

 

Else region clip region CL H (i) = H (i) + N    (9) 
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where H (i) region and ( )  H i region clip are original histogram and clipped histogram of each region at 

i-th gray level.  

 

Step 4: Redistribute remain pixels until the remaining pixels have been all distributed. The step of 

redistribution pixels is given by  

 

Step = N / N { H (i) + N} 

 

The residual pixel values clipped is where N remains. The phase is at least 1 positive integer. 1. With the 

above stage, the software begins looking from the minimum to the maximum degree of grey. If the 

number of pixels in the grey level is less than CL N, one pixel would be distributed to the grey level by 

the software. When the search stops, if not all pixels are dispersed, the programme will determine the next 

move according to Eq.(7) and launch the next search round before all the remaining pixels are dispersed. 

 

Step 5: Enhancement by Rayleigh transformation of strength values in each area. The trimmed histogram 

is translated to the cumulative likelihood, P(i) input, given for the transfer function to be generated. When 

the Rayleigh distribution is used the aquatic object begins to look more normal. 

 

Step 6: Reducing results that alter suddenly. The output from the function of the switch in Eq. (9) is re-

scaled using longitudinal stretch comparison. 

 

If x(i) is the input value of the differential equation, the minimum and maximum value of the differential 

equation is indicated by min x and max x. 

 

Step 7: Calculating the new gray level assignment of pixels within a sub-matrix contextual region by 

using a bi-linear interpolation between four different mappings in order to eliminate boundary artifacts.  

 

Multimodal Image Fusion using 2D Discrete Wavelet Transform (2D-DWT) and Entropy Principle 

Component Analysis (EPCA) 

 

Due to geometric abnormalities, medical images captured at distinct periods may have differences. To 

efficiently integrate two 2D medical images (e.g. T1 and T2 brain images), using synchronization 

methods, you first need to eliminate linear and non-linear variations among them. The registering of 

medical images is about deciding the geometric shift that conform objects in one set of health information 

to matching points in a set of data. First it provides a non-linear formulated and implemented based on 

shared knowledge for the registration of multimodal image processing. Mutual evidence is a term from 

the theory of knowledge in which quantitative dependence among two or more variables is calculated. 

 

The 2D Discrete Wavelet Transform (2D DWT) is composed of short period small waves of differing 

intensity. These waves are produced by dilation and transcription from the simple wavelet function, where 

every wavelet transform for which the wavelets are discreetly sampled is 2D DWT. A multi-resolution 

wavelet analysis that reflects and analyses the signals at more than one resolution is given by 2D DWT. 
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Thus, at another level, features unrecognized at one level are easy to identify. Therefore, 2D DWT's 

multilevel decomposition function offers the characteristics of an image at various resolutions. 

 

EPCA is an information approach that disintegrates an unspecified x(k) signal into a series of several 

anisotropic components is called the components of the intrinsic mode (IMFs). The fundamental temporal 

modes (scales) that are available in the feature space reflect the IMFs. As seen in Equation (10) below 

when applied together and the IMFs replicate the input x(k); the remaining r(k) does not include any 

oscillations and reflects a pattern within the signal. 

 

x(k) =XMm= Σ cm(k) + r(k)     (10) 

 

The M EPCA fcmg M m=1 are extracted from x(k) by means of an iterative algorithm known as the 

sifting algorithm, described in Algorithm 1. The approach works by determining the local mean of x(k) by 

taking upper and lower aggregate estimates of x(k); these envelopes are produced by intense spline 

interpolation (minima and maxima). "The local mean is then subtracted from x(k) to produce a high-

frequency" region known to be a slowly vibrating (low frequency) component. This procedure is 

replicated iteratively until one of the IMF's stopping conditions is met by the resulting "high frequency" 

component. It is necessary to select a specific threshold, as over-sifting results in IMFs with enabling 

environment modulations, while the conventional single requirements are not met mostly by EPCA. A 

typical stopping criterion in entropy stops the sifting after the number of extrema and zero crossings are 

either zero or differ at most by one for S consecutive iterations, where 3 <=S <= 6. 

 

Algorithm for EPCA 

 

0: Input: two source images: im1, im2 

1: Decentralize input image pixels. 

2: Convert each image into column vectors and constitute a new matrix M 

3: Calculate the covariance matrix COV of the matrix M 

4: Produce a diagonal D of eigen values and a full matrix V whose columns are the correspond 

eigenvectors. 

5: Obtain the fused weight, and the calculation process is defined as follows: 

6: if(D(1,1)>D(2,2)) 

a=V (:,1)./sum(V(:,1)) 

else 

    a=V (:,2)./sum(V(:,2)) 

7. Fuse two source images, and the calculate process define as follows: 

 F=a(1)×im1+a(2)×im2 

8. Output: fused image F 

 

Algorithm 2: The algorithm for Estimation of Entropy 

 

1: Find the locations of all the extreme of x(k); 
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2: Interpolate (via spline interpolation) between all of the minima (respectively maxima) to obtain the 

signal envelope passing through the minima, emin (k) (resp. emax (k)); 

3. Calculate the local mean m(k) = {emin(k)+ emax(k)}./2. 

4: Subtract the local mean from the entropy to obtain the ‗oscillating‘ signal d(k) = x(k)-m(k); 

5: If the resulting entropy d(k) obeys the stopping criterion, it becomes the first Entropy; otherwise, set 

x(k) = d(k) and repeat the process from Step 1 until the first Entropy is obtained. 

   

As indicated by the proposed conspire, the cycles of the proposed image fusion technique can be 

separated into three stages: (1) the itemized highlights of the engaged and unfocused locales in the source 

images are extricated utilizing a given sliding window, which is set apart as the red box; (2) a SVM is 

prepared by the removed highlights and names, and afterward two choice veils are delivered by the pre-

prepared SVM model, which is set apart as the blue box; (3) the undisputed choices of the given source 

image pair are first separated, and afterward the pixels that are comparing to the undisputed choices are 

intertwined to acquire F1, which is set apart as the yellow box; (4) the contested choices of a given source 

image pair are extricated, and afterward the pixels in the contested choices are melded with the proposed 

multi-scale weighted PCA (MWPCA) to get F2, which is set apart as the green box generally. At last, the 

intertwined image is acquired by rationale activity with F1 and F2. In this work, multi-scale weighted 

PCA (MWPCA) is proposed to deal with the combination veils created by the SVM model. The nearby 

highlights of the source images are viewed as a vital factor in multi-center image combination. In this 

way, a novel image combination strategy dependent on PCA joint sliding window is utilized to meld the 

source images, in which the combination weight of every pixel in the contest region is determined. Since 

each size of the sliding window just mirrors the provincial highlights in a solitary scale, the windows with 

various sizes are at the same time joined with PCA to get the comparing combination loads. In this way, 

the provincial highlights of the source images can be spoken to in multi-scales. To upgrade the 

combination results, MWPCA is utilized to deal with the contested region by considering the provincial 

element of the source images. 

 

Results and Discussion 

 

In this section, experimental results are discussed based on achieved image outputs and graphical 

representations. In the multimodal image fusion technique, MRI and CT images are considered for fusion. 

Both of images are applied for image restoration, image enhancement and image fusion using proposed 

methodologies.  
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Figure 1. (a) Input noisy CT1 and CT 2 images, (b) Filtered image using 2D-ABGF, (c) Enhanced 

image using EPHE 

 

Figure 1 (a) shows input noisy image data set of CT images. These images are distorted by noises such as 

salt and pepper noise, speckle noise and Gaussian noise. The noisy image is filtered using 2D-ABGF. The 

output of 2D-ABGF is shown in figure (b). The filtered image is given to image enhancement using 

EPHE. The EPHE output is shows in figure (c). 

 

   

  
Figure 2. (a) Input MRI 2 and MRI 2 noisy image, (b) Filtered image using 2D-ABGF, (c) 

Enhanced image using EPHE 

 

Figure 2 (a) shows input noisy image data set of MRI images. These images are distorted by noises such 

as salt and pepper noise, speckle noise and Gaussian noise. The noisy image is filtered using 2D-ABGF. 

The output of 2D-ABGF is shown in figure (b). The filtered image is given to image enhancement using 

EPHE. The EPHE output is shows in figure (c). 
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Figure 3 (a) Fused image of MRI 1 and CT 1, (b) Fused image of MRI 2 and CT 2 

 

Figure 3 (a) is the fused image of MRI and CT images of data set 1. Figure 3 (b) shows the fused image 

of MRI and CT images of data set 2. 

 

 
Figure 4 (a) Mean Square Error of fusion methodologies, (b) ROC curve of proposed methodology 

 

Figure 4 (a) shows the Mean Square Error of fusion methodologies. In this graph, 2D DWT and 2D 

DWT-EPCA are compared in terms of MSE and Signal to noise Ratio (Eb/No in dB). As shown in the 

figure, 2D DWT-EPCA provides less MSE and high SNR. Figure 4 (b) shows the ROC curve of proposed 

methodology. It reaches maximum percentage 98% as shown in the figure. 

 

Table 1 Measured Metrics for Image set 1 

 

Fusion Methodologies Entropy Standard 

Deviation 

PSNR in 

dB 

MSE SSIM Homogeneity 

2D Discrete Wavelet 6.9487 42 32 0.3988 32 29 
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Transform 

2D DDWT EPCA 

(Proposed System) 

8.3833 53 48 0.3989 72 48 

 

Table 2 Quantitative Metrics for Image set 2 

 

Fusion Methodologies Entropy Standard 

Deviation 

PSNR in 

dB 

MSE SSIM Homogeneity 

2D Discrete Wavelet 

Transform 

4.3983 

 

43 35 0.3938 47 29 

2D DDWT EPCA 

(Proposed System) 

8.3978 51 48 0.0012 54 37 

 

 

Conclusion 

A novel methodology for image fusion is implemented by combining entropy data based on 

Entropy Principle Component Analysis (EPCA) in 2D-Discrete Wavelet Transform (2D-DWT). The 

image restoration methodology is applied on multi-modality medical image to remove various noises such 

as salt and pepper noise, random noise and Gaussian noise. The 2D-Adaptive Bilateral Gabor Filter (2D-

ABGF) is implemented for image restoration method. The filtered image is given for image enhancement 

for improving quality of image. The Edge Preservation – Histogram Equalization (EPHE) methodology is 

applied to improve contrast and brightness of the image. The 2D DWT algorithm is used to decompose 

the images into low and high frequency coefficients. The EPCA fusion rule is used to apply fusion rule. 

The various fusion parameters such as structural similarity metric, image fusion index of quality, standard 

deviation, entropy and mutual information are compared with existing methodologies to prove the 

accuracy and efficiency of proposed methodology. 
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