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ABSTRACT:-  

 Malignancy or carcinoma is the unrestrained development of cells. There are 

numerous kinds of malignancies. In this, we are concentrating on one of the normal tumor of 

females is malignant growth of the cervix. Cervical cancer is the second most kind of 

malignant growth found in females, apart from the breast cancer which is first existence. 

There are abundant quantities of screening tests for Cervical cancer in which Pap smear has 

done. Pap smear is a virtuous device for first screening of this cancer yet it has constraints as 

there are consistently odds of blunder due to human perceptions. The main aim of this 

research is to preclude failures by utilizing computerized methods for identifying the cervical 

cell. Here, the image of Pap smear has been improved by utilizing Kaun Filter. The weight 

factor in kaun filter is resolved using an optimization technique called Bayesian Optimization 

Algorithm. Thus it tends to be an upgraded KF. The reformed picture has been segmented by 

Active Contour model. In this, the weight upgrade issue has been rectified using Analytic 

Hierarchy Process optimization technique. Hereafter, the solid features are eliminated from 

the segmented region which is most significant for identifying the cancer by utilizing ELM-

CSA (Extreme Learning machine with Crow Search optimization) classifier. Experimental 

results for the cervical cancer identification by the proposed ELM-CSA outperforms 93.5%  of 

accuracy, 88.7% of specificity,79.21% of precision,92.25% of recall and 79.26% of F-measure 

than the existing classifiers such as ELM, ENN-TLBO, SVM and RBFN. 

Keywords: Cervical cancer, Pap smear test, ELM-CSA, UKF, ACM with AHP. 
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1. INTRODUCTION 

Cervical malignant growth has gotten one of the significant reasons for disease passing among 

ladies around the world. This can be relieved in its previous stage. For a large portion of the 

cases it shows manifestations just in the serious stages. Cervical disease is a malignant growth 

emerging from the cervix. Malignancy is because of the irregular development of cells that can 

attack or spread to different pieces of the body [1]. The cervical malignancy is additionally 

happened in the women understanding inside and it tends to be recognized by filtering the 

interior locale of the vagina. Human Papillomavirus (HPV) infection is the primary source of 

cervical malignant growth development in women patients. This infection at first influences the 

cells in the cervical area of the ladies patients and spreads over the whole locale of the cervix [2]. 

There are no precise signs and manifestations of cervix cancer in beginning phases, so standard 

screening by PAP's smear is done [3]. PAP's smear test is one of the best screening strategies 

uses to identify cancer cells. In this a clinician gather a model of cells from the ramparts of the 

cervix, this model is then positioned on a glass slide and marked with a tint. At that point the 

slide is concentrated under a microscope to discover unusual cells. Screening by PAP's smear 

help in recognition of malignancy and its fix at beginning phases. Pap smear screening is tedious 

and in some cases it gives wrong outcomes. Automatic detection and segmentation of Pap smear 

image is one of the one of the fascinating work of image processing. In the previous work, 

automated method of segmentation is a challenging task. Morphological operations are used to 

segment the Pap smear image by the corresponding values of the neighboring pixels. [4] 

Watershed segmentation [5-6] was applied on the green channel of the RGB images, followed by 

region merging and elimination to obtain the cell boundaries. 

The rest of the paper is organized as follows. Section 2 gives a detailed description about the 

proposed architecture, section 3 describes the results and discussions have to be carried out for 

this proposed work, and finally the paper is concluded in section 4. 

 

2. PROPOSED ARCHITECTURE  

The proposed approach is to recognize the cervical malignancy utilizing Pap smear images is 

appeared in Figure 3. The input images utilized in this strategy are normal Pap smear images. In 

this effort, we considered a distinct cell Pap smear images to assess the cell as regular or unusual. 

The primary stage is the pre-processing step in which Upgraded Kaun filter has been utilized for 

improving the image. An Active Contour Method (ACM) has been utilized to portion the 

recognized cells from the Pap smear image. The weight factor for the energy minimization has 

been settled by utilizing an advancement method as Analytic hierarchy process (AHP). In light 

of this, the strong highlights are removed from the sectioned areas. At that point the ELM-CSA 

has been used for better precision of classification. Figure 1 gives the thorough picture of 

proposed approach for identifying the cervical cancer. 
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Figure 1 System Architecture for cervical cancer Detection 

2.1 Dataset Description 

The dataset of DICOM image of Pap smear cancer is gathered from the kaggle website. 

There are above 250 images of various ages are utilized for assessing the cervical cancer 

identification. In this dataset, there are various types of cervical cancer have been identified such 

as 1) Superficial squamous (74 cells), 2) Intermediate squamous (70 cells) 3) Columnar (98 

cells), 4) Severe Dysplastic (197 cells), 5) Moderate Dysplastic (196 cells) 6) Light dysplastic 

(187 cells) and 7) Carcinoma in situ (150 cells) 

2.2 Preprocessing of the Image 

In pre-processing, at first, the contribution as Pap smear picture has been prepared by 

Contrast Limited Adaptive Histogram Equalization (CLAHE) to upgrade by eliminating 

the difference enhancement in a picture. At that point, Updated Kaun channel (UKF) has 

been used for lessening the commotion without eliminating the critical substance in a Pap 

smear picture. 

The Kaun filter has been calculated using  

 ̃                ̅           ,     (1) 

 ̃   De-noised image, 

I (t) image corrupted with noise  

Ī (t) mean image intensity within the filter window.  

W (t)  weighted coefficient of Kaun filter determined as: 

                    
  

  
 

  
    

    
 ,       (2) 
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Where   and    (t) are variation coefficients of speckle u (t) and image I (t) respectively. 

Based on the weight factor, the accomplishment of noise decrease has been anticipated. 

In this, the weight factor has been advanced by applying Bayesian Optimization 

Algorithm (BOA) to upgrade the image quality and reduce the commotion.  

Bayesian Optimization Algorithm is utilized to locate the global optimum in a least 

number of steps. It consolidates earlier conviction about f which is an assessment work inspected 

at a pixel point x and updates the earlier with tests attracted from f to improve approximates f.  

2.3 Segmentation using ACM with AHP: 

ACM:  

The ultimate goal of Pap smear segmentation is to give the improved sectioned picture by 

utilizing Active Contour method. Inspite of shape, ACM (Snakes) is utilized to find the 

skeleton of the object layer and furthermore it is utilized in numerous methodologies, i.e., 

by recognizing the edge portions at that point which equally relates to one another. The 

snake decides the decreasing of both inner and the outer energy happen dependent on the 

development of control points which achieves the exact restrictions of object. The 

utilization of energy can be composed as: 

                    ∫     (    )      (    )                                        
 

 
(3) 

 

At the point, when the outer energy of the snake approach object limit position, to 

compute the slope of the picture as 

                                                                                      (4) 

The Inner Energy is computed using equation (5). 

                                                                                           (5) 

Algorithm: Upgraded Kuan filter 

Input: Weight factor of Kaun Filter 

Output: Optimized Weight factor of Kaun Filter 

Method 

1. Choose the weight coefficient of Kaun filter from the eqn. (2) 

2. Choose the surrogate model based on Gaussian Process (GP) is  p(f|W)=N(f|μ,X) 

and define its Prior using the function p(fnew|Wnew,X,y)=∫p(fnew|Wnew,f)p(f|W,y) 

df=N(fnew|μnew,Σnew) 

3. Find the next weight values xt by optimizing the acquisition function over the GP 

4. Obtain a possible sample yt = f (xt) +ϵt from the objective function f. 

5. Add the sample to previous samples D1: t= {D1:t−1, (xt, yt)} and update the GP. 

6. Choose the updated GP and apply it into the kaun filter eqn (1)  

Thus the kaun filter (KF) named as Upgraded KF 
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Where       represents the snake’s stability and       represents the snake’s elastic 

degree and the equation are given below: 

                             |     |
                                             (6)  

                             |      |
                                             (7) 

                                  |     |
      |      |

                      (8) 

 

Sensitivity to the contour’s primary locus inside the confined minima is among the issues 

needed on the active contour models. On the off chance that the difficult size augments, 

causes gigantic computational endeavors. This is to be settled by utilizing the AHP 

optimization algorithm. 

AHP: 

In ACM, reducing the energy capacity will make the silhouette impervious toward the 

Snake. It is a multi-model program which is utilized for dynamic cycle in extremely 

complex situation. The factors are viewed as dependent on prioritization. Epitome weight 

values are determined dependent on the confined energy. It changes over observational 

information into numerical model. The mathematical likelihood is process expected and 

satisfies the anticipated objective. In this way, it is applied in ACM for partitioning the 

locale for calculation that makes to anticipate the efficient features for recognizing the 

cervical disease. 

Algorithm: Segmentation using ACM with AHP 

Input:   P(s, t), Ein, Eext, t 

Output: Segmented region of Pap Smear cell region 

Method: 

1. To estimate the desired contour position and shape as a curve in 

the given image pixels. 

2. Initialize the Ein (Elasticity and stiffness of the contour) 

3. Initialize the Eext ( Weighted combination of  image and 

constraints) 

4. The energy function is calculated as follows 

(a) The optimal weight value from the energy of the contour is 

calculated by using AHP     optimization algorithm. 

(b) Compute the weight for different energy values by a 

Pairwise comparison matrix A  

(c) Calculate the normalized weight using normalized 

comparison Matrix Anorm 

(d) Calculate the option score matrix by averaging the entries 

rows and columns in matrix 

(e) Rank the options are computed using the weight vector and 

the score matrix. 
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(f) Find the best global score of the weight 

5. Total energy is calculated 

6. The pixels are modified to minimize the total energy 

7. The segmentation of ACM has been improved using the weight 

minimized in the energy function 

8. Segmented region of Pap smear cell region image is displayed. 

2.4 Feature Extraction: 

The features of Pap smear pictures are extricated thusly of identifying the malignancy part of the 

cervix locale. A portion of the highlights from the Pap smear pictures are Nucleus perimeter 

Maxima and Minima in nucleus, Nucleus solidity, Nucleus mean and Nucleus entropy. And also 

some of the texture features such as GLCM, Haralick Features, size, shape of Pap smear image, 

and geometric features like mean, median, entropy, irregularity, concavity, convexity, area and 

perimeter have been haul out. The above taken out features are utilized for effectual feature 

classification method utilizing ELM-CSA. 

2.4 Feature Classification using ELM-CSA: 

Extreme Learning Machine calculation can be utilized to prepare Single Layer Feed forward 

Network (SLFN) was proposed by Huang et al. 2006. In ELM, the primary thought includes the 

hidden layer weights. Besides, the predispositions are haphazardly created and the output weight 

calculation is prepared by utilizing the least-squares arrangement. Moreover, they have been 

characterized by the yields of the targets and the concealed layer [9]. 

Consider M set of training dataset such that                       with N samples and   

features. The ELM output can be calculated using  

       ∑        
 
                                                        (9) 

 ∑              
 
                                         (10) 

Where L denotes the hidden nodes, 

   denotes the bias vector   

  denotes the activation function 

   denotes the weight vector between the hidden node and output node. 

The equation (9) can be rewritten as  
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                                              (11) 

Based on the equation (11), the network cost function has been minimized so that the output 

weight   can be defined by calculating the least square solution as  

 ̂                                                 (12) 

Where    denotes Moore–Penrose generalized inverse matrix of hidden layer output H 

The weight factor for the hidden nodes in ELM can be optimized using Crow search 

optimization (CSA). 

Crow search optimization (CSA) 

CSA is a bio inspired algorithm which was proposed by A.Askarzadeh in 2016 which recreates 

the stowing away of food conduct of crow [8]. Crow is a keen fledgling that can recall faces and 

caution its species at serious risk. One of the most proofs of their astuteness is concealing food 

and recalls its area. 

Algorithm for Feature Classification using ELM-CSA 

Inputs: A training set of   classes                       , a test sample , hidden 

feature number  ,activation   function g(x),hidden node number N 

Output: Cervical Cancer identification 

Method: 

1. Randomly assign the input weight and the bias vector for hidden parameters 

as(       ) 

2. Compute the hidden layer output matrix H using the equation (10) 

3. Initialize the population size, crow position Cp, crow’s memory mi, Countmax 

Maximum number of iterations. 

4. While count < countmax  do 

5. For crowi Ԑ crows do 

i)  Updates crow position by selecting random value of another crow 

position xj 

ii) If this value is greater than Awareness Probability ‘AP’,then crow xi 

will follow xj by mj 

iii) Update new crow position using  

           ={

                        

(                 )                  

                          

  

where           crow j awareness probability, count iteration 

number,              random numbers,           the crow i 

flight length to denote crow j memory. 
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End for 

a) Check the boundary solutions 

b) Calculate the fitness value for each crow 

c) Update crow’s memory using  

           ={

          

  (          )   (        )

                     
 

         End while. 

6. Optimal weights for the output matrix of the hidden layer H of ELM is obtained. 

7. Calculate the output weight using the equation (12) 

8. Pap smear cancer is classified and accuracy is calculated. 

 

 

3. OUTCOMES AND DISCLOSURE 
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Figure 2 UKF and ACM-AHP results of Input Pap smear Image 

 

Figure 2 shows the UKF and ACM-AHP results of Input Pap smear Image. Table 2 gives the 

ELM-CSA cervical cancer cells classification when modification is applied in Kaun Filtering and 

ACM with AHP. It illustrates that the predicted ELM-CSA with UKF and ACM-AHP has 

attained the better performance with 93.5 % accuracy, 88.7 % of specificity, 79.21% of 

precision, 92.25% of recall and 79.26% of f-measure than ELM, ENN-TLBO, ENN-TLBO 

(UKF and ACM-AHP) [] and SVM [7] and [10] 

 

Table 2: Numerical Evaluation of Cervix cancer detection 

 

Performance 

Metrics 

 

ELM-

CSA 

ELM ENN-

TLBO 

ENN-

TLBO 

(UKF and 

ACM-

AHP) 

SVM 

Accuracy (%)  93.5 89.5 86.67 89.6 80 

Specificity (%)  88.7 87.62 86.83 89.41 72.24 

Precision (%)  79.21 75.4 64 67 60 

Recall (%)  92.25 88.6 90 93 77.8 

F-measure (%)  79.26 74.81 69.33 72.11 74.5 

 

 

 

 

 

 

 

 

 

Segmented Image Using ACM-AHP 

Detection of Type of Cancer 
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4. CONCLUSION:  

  

Here, an Upgraded Kaun-Filter (UKF) is utilized for reducing the commotion without 

eliminating the edges. The output produced by this filtering is upgraded for calculating the 

effectual partition of the segmentation. ACM is utilized for portioning the malignant growth part. 

So as to limit the nearby energy in the ACM, the weights have been enhanced by meta-heuristic 

optimization method called AHP is utilized. Therefore, better outcomes have been accomplished 

by sectioning the specific area from filtering image. Highlights are removed from the portioned 

picture and ELM is exploited for classifying the cervical cancer. CSA technique has been 

utilized for resolving the weight parameter issue in the ELM. The result of the proposed ELM-

CSA classification has become high exactness of 93.5% than existing classifiers such as ELM, 

ENN-TLBO, ENN-TLBO (UKF and ACM-AHP) and SVM. In future, a large number of 

datasets will be used for finding the accuracy and also novel algorithms will be utilized for 

classifying the cervical cancer within less time constraint. 
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