
European Journal of Molecular & Clinical Medicine  

                               

                                                                     ISSN 2515-8260 Volume 7, Issue 08, 2020 

 

 

5459 
 

 

Abstract---Intrusion detection and prevention systems are widely researched areas, rightly so being an integral part of 

network. As with all recent computing trends, Machine Learning and Deep Learning techniques have become extremely 

prevalent in intrusion detection and prediction systems security. The Intrusion detection system is used to detect and notify 

any malware activities and try to stop them. Soft computing techniques have the ability in learning data sets which is 

provided and it can also categories the packets or file coming through the network or any other source as normal and 

abnormal. Here, we will focus more on using Support Vector Machine (SVM) and Artificial Neural Network (ANN). In the 

proposed method, we are using SVM and ANN algorithms for the detection of malware; the data set is processed through 

SVM and ANN algorithms and compares their performances with respect to accuracy metrics. Since accuracy does not give 

a clear picture about how well classification algorithms perform, we have also measured and compared the performances 

of these two algorithms using AUC score. The AUC score is a value that ranges from 0 to 1 and closest to 1 will be 

considered as a better one. The results show that ANN can be implemented effectively for malware detection and is 

comparatively better than SVM. 

Index Terms-- Support Vector Machine (SVM), Artificial neural networks (ANN), Area under the ROC Curve (AUC)  

I. INTRODUCTION 

Malware detection can be broadly classified into Misuse/Signature Detection, Anomaly Intrusion Detection and Hybrid 

Detection. In Misuse/Signature Detection, each file is assigned with a signature or a hash which is added to a signature database. 

When a suspicious file is found, the program will look for patterns that will match with known family of malware. Due to 

constantly evolving malwares, this technique is not much used. Anomaly Intrusion Detection involves generating an alarm when 

there is a deviation from the normal behaviour that exceeds certain threshold. Certain machine learning and soft computing 

techniques are used for intrusion detection system to classify between normal and abnormal data. Hybrid Detection a blend of 

Signature Detection and Anomaly Intrusion Detection that can give better results. Machine learning and soft computing 

techniques are used here as well. 

 

1.1  Support Vector Machine(SVM) 
 

Support vector machines (SVM) which can be used for classification problems - support vector classification (SVC) and 

regression problems -support vector regression (SVR) is a supervised learning algorithm. It works well for smaller dataset as it 

takes too long to process for larger datasets. In this network dataset, we will be focusing on SVC.The main ideology behind 

SVM is to create a hyperplane and to classify the dataset given. To isolate the two classes of data points, there are numerous 

conceivable  
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Hyperplanes that could be picked. Our goal is to locate a plane that has the most extreme margin, i.e. the greatest separation 

between data points of the two classes. Expanding the margin enables the future data points to be classified with much more 

precession. 

    Hyperplanes are those that help in classifying the data. Data points or vectors that fall on either side if the hyperplane can be 

credited to different classes. Additionally, the hyperplane being built depends or relies on the number of attributes or features 

i.e. in other words depend on the number of independent features that define the dependent feature of a data set. If we have two 

independent features then our hyperplane will be three dimensional. If we have one independent feature then we will have a 

simple one dimensional hyperplane  

     Below is the figure from [3] that shows how hyperplane is built and can be used to classify the data points. H represents the 

hyperplane. H1 and H2 are the lines drawn parallel to hyperplane such that the distance between these two i.e. the margin is 

maximum. 

 

 

 
Fig 1: SVM Hyperplane 

 

1.2  Artificial Neural Network (ANN) 
 

Artificial Neural Networks (ANN) are multi-layer completely associated neural nets. They comprise of an input layer, numerous 

hidden layers, and an output layer. Each node in one layer is associated with each other node in the following layer. We make the 

system more profound by expanding the quantity of hidden layers. 

A layer containing various nodes will receive weighted sum of the inputs fed to it and depending on the activation function, the 

layer‟s nodes get activated. Once the nodes get activated, these nodes act as inputs to the next layer. This happens from left to 

right i.e. from input to output layer. The final output from the output layer will be our predicted output. Training the network 

depends on number of times we propagate backwards and forwards to minimize the error.  

We first need to train our model to really learn the weights, and the training method is as follows:  

 We first assign random numbers/weights to all the nodes. 

 Now once we assign the weights, we forward propagate for all the layers i.e. input, hidden and output layers where each 

of hidden layer‟s input will the output from the previous layer. Similarly the output layer‟s input will be output from the 

last hidden layer. The output that we get from the output layer is the predicted value. 

 We then compare this predicted value with the actual value and calculate the error using loss function. 

 Once we find out the error, we start backpropagation which acts exactly opposite to forward propagation and changes 

the weights accordingly in order to minimize the error. 

 Below is a figure from [9] showing ANN with one input, two hidden and one output layer. 

 
Fig 2: Artificial Neural Network 

II. LITERATURE SURVEY 

In [1], Intrusion detection System was implemented using SVM and Naïve Bayes and it was found that SVM outperformed 

Naïve Bayes and gave a better result. Intrusion detection and Intrusion prevention are required in current patterns. As ordinary 

occasions are principally subject to networks and information systems, intrusion detection and intrusion prevention are 
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fundamental. Numerous methodologies have been applied in intrusion detection systems. Among them AI assumes a crucial 

job. This investigation manages AI calculations like SVM and Naïve Bayes. It proposes while managing 19,000 examples SVM 

beats Naïve Bayes. 

 In [2], the author discusses that the network data is extremely enormous, heterogeneous, exceptionally shifting and 

imbalanced. The greater part of the accessible machine learning approaches created for consistently dispersed data and doesn't 

stress on these qualities of system data that this data isn't ordinarily distributed in equivalent classes. As volume of network 

traffic data is extremely gigantic and has enormous number of qualities it is for all intents and purposes difficult to run 

exemplary machine learning calculation on entire data. Or maybe sampling, feature extraction and selection should be 

performed. In any case, these activities may change in general character of data. Some great and exact methodologies for feature 

selection, extraction and sampling are required.  

 In [3], the author tells that one of the upcoming areas in network security is Intrusion Detection System. The author 

also tries to explain how using ANN will lead to overfitting and this issue is not a problem in Support Vector Machines. SVM 

has better classification rates than ANN. The support vector machine classification model is thus introduced and applied to 

intrusion detection system to classify the data into normal and the one being attacked. Support Vector Machine‟s tendency to 

self-learn makes it a better model to be put in use for Anomaly or Intrusion Detection System. The results show from this paper 

was very good using SVM classifier was a success and hence the author tells that this strategy can be used for network security 

purpose.  

 In [4], the authors in their research focus on genetic algorithm (GA) for creating the detection features. Support vector 

machine and artificial neural networks are used for detecting and classifying the network data. Along with these techniques the 

author makes use of genetic algorithm to blend and create a hybrid machine learning models. The result of this was that genetic 

algorithm with artificial neural network showed better detection and classification rates. In this experiment, the KDD cup 99 

dataset is being used to classify the data into four types of network attacks. One of the most import technique that comes into the 

picture while applying such model is feature selection and it was seen that genetic algorithm with neural network require 18 

features to show 100% detection rates while genetic algorithm with svm required 24 features to show 100% detection rates. The 

author also discusses on using different model along with genetic algorithm in future..  

In [5], the authors begin with introducing to us about what an Intrusion Detection System is. They discuss about two 

types of intrusion detection system. The first one being misuse or signature detection system and the other being anomaly 

intrusion detection system. Later on, they focus more on anomaly based intrusion detection system. The model being used in this 

paper is neural networks. They gave a small diagram on how these neural networks work in general followed by how it can be 

used in intrusion detection systems. 

In [6], targeting missing report rate and false alert rate which exist for the most part in the intrusion detection 

framework , this paper talks about an astute intrusion detection model. Based on the attributes of worldwide prevalence of 

genetic algorithm and region of nerve, the model optimizes the weights of the neural network utilizing genetic algorithm. Test 

results show that the wise way can improve the effectiveness of the intrusion detection. 

In [7], the authors in this paper tell us how important the security is in network and how it is a big concern. Information 

or data is the most important resource of any company or organization and proving security for these against the hackers and 

attackers is a major concern. For the same purpose, Intrusion Detection Systems are being used to provide security and to 

classify and detect the data whether it is normal or malicious. In this paper, the author showed how neural networks along with 

backpropagation can be used for intrusion detection system. Although it did not perform well, the author plans on using elm 

technique in future for better detection rated. 

In [8], the authors in this paper inform us that classifying the network data into normal and malicious has been their 

main ideology and main point for their examination. Various classification models are being utilized to effectively detect and 

classify the data into normal and malicious and attain high accuracy level by increasing true positive rates and decreasing false 

positive rates. In this paper, author has made used of different models for IDS like SOM, SVM, J48, back propagation using 

neural networks, and RBF. After thorough usage and data preprocessing, it was found out that J48 performs way more better 

than the rest of them in classifying and detecting the data into malicious and normal. In addition to it, principal component 

analysis was used as preprocessing step which improved the detection rates of SOM and back propagation. 

III. PROPOSED SYSTEM 

A smart Intrusion Detection System is the one that classifies the network data into “normal” and “attacked” data with AUC and 

accuracy values between 0.9 and 1. Using Soft Computing techniques like Support Vector Machine and Artificial Neural 

Network we will try building the best Intrusion Detection System with the best AUC and accuracy scores such that it classifies 

the network data into “normal” and “attacked” appropriately. We will try using some techniques like data pre-processing, 

feature selection and reduction using Principal Component Analysis (PCA), standardization and normalization in order to 

improve the AUC and accuracy scores of our model. We will also try comparing the results of these two methods based on their 

AUC and accuracy scores and try concluding which is better. 
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Fig 3: Flowchart of the proposed system  

 KDD99 train and test data set is taken from KDD99 website for implementing Intrusion Detection System. 

 All the categorical data is converted to numerical data using one hot encoding technique for better performance of SVM 

and ANN. 

 The data is then classified into two features i.e. „normal‟ and „attack‟. This in turn is converted into numerical data where 

“0” represents “normal” and “1” represents “attack” data. 

 The whole data set in normalized using Standard Scaler which subtracts each attributes with mean and then divides it 

with standard deviation. The purpose of this is to give better results of our model. 

 The next step is to reduce the features and dimensionality of the data set by feature reduction using PCA (Principal 

Component Analysis). The purpose of this is to give better results of our model. 

 Use Support Vector Machine (SVM) and Neural Network (ANN) algorithms to classify the malicious data i.e. to 

classify „normal‟ i.e. „0‟ and „attack‟ i.e. „1‟ in the data set. 

 Use these classifiers on the KDD99 test data set and calculate and compare the accuracies and AUC scores between 

SVM and ANN and conclude which model outperforms the other. 

IV. METHODOLOGY 

1. Datasets 

The training and test data set contain around 42 columns where 41 of them are independent variables and the last column that is 

the 42
nd

 column-“Class” is a dependent variable which tells us whether the data is attacked or normal.  

 

 
 

 
 Figure 4: Data sets 

 

2. Datasets After data preprocessing 

 The training and test datasets are converted as follows: 

 First we apply one hot encoding to all categorical data and make them numeric. 
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 Then we convert the last column to numeric such that „normal‟ will be represented by ‟0‟ and „attack‟ will be 

represented by „1‟. At this point we will have 118 columns in our datasets. 

 We then perform standardization such that each feature is subtracted by its mean value and divided by standard 

deviation. The purpose of doing this is for better performance while applying a model for prediction. 

 Finally we perform feature reduction using Principal Component Analysis (PCA) to reduce the dimensionality of the 

data set. From second step we get around 118 columns and these many columns will slow down the prediction made by 

models and hence PCA is used to scale it down to 29 columns in our data set. 

 

 

 
 

These are the first 5 rows of first 28 columns. 

 
This is the 29

th
 column representing whether data attacked-„1‟ or normal-„0‟. 

Fig 5: Datasets after Data Preprocessing.  

3. Support Vector Machine: 
We make use of svc i.e. Support Vector Classifier model from sklearn package present in python library to implement support 

vector machine for our network dataset. Below is the small snippet of how svc is used.  

 We get accuracy score around 90.833(out of 100). 

 We get AUC score around 0.84(out of 1). 
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Fig 5: SVM process  

 

 

4. Artificial Neural Network 

We make use of keras model present in python library to implement Artificial Neural Network. The activation functions used 

are relu and softmax. Our ANN consists of one input layer with 29 input nodes, 2 hidden layers one with 16 nodes and the other 

with 12 nodes and finally 1 output layer containing two nodes. Below is the snippet of implementation of ANN.  
 We get accuracy score around 93.159 

 We get AUC score around 0.951 
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Fig 6: ANN process 

V. RESULT AND ANALYSIS  

Experimental results based on two metrics: Accuracy score and ROC_AUC curve along with AUC score. 
 

1. Accuracy scores: 
 

It is clear that the accuracy scores obtained from SVM is around 90.833 and the one obtained from ANN which is around 

93.159. Hence, ANN outperforms SVM in case of accuracy scores. 
 

 
Fig 6: Accuracy scores of SVM and ANN 

 
2. ROC_AUC curve and AUC scores. 

It is seen that ANN outperforms SVM in AUC score as well. ANN has AUC score around 0.95 while SVM has AUC score 

around 0.84 
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Fig 7:  ROC_AUC Curve and AUC scores of SVM & ANN 

VI. CONCLUSION  

Malware detection is very much needed in current trends. With advancement in network communication, Intrusion Detection 

System plays a very vital role. There are many approaches and techniques such as Machine learning, Soft Computing and 

Artificial Intelligence that can be used to detect malicious content and activity in files and network. Among them Machine 

Learning techniques such as SVM and ANN were used to implement and to compare the accuracies and AUC scores. 

It was seen that ANN outperformed SVM in both accuracy and AUC scores and hence ANN could detect and classify malicious 

data better than SVM. Future work deals with using an hybrid approach i.e. to blend other algorithms with SVM and ANN to 

give better classification accuracies 
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