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ABSTRACT 

 

This study uses the Machine Learning models to forecast the number of upcoming cases 

affected by COVID-19. Particularly two models for forecasting such as Support Vector 

Regression and Linear regression (LR)are used in this study to predict future number of cases 

of COVID-19. Number of upcoming covid-19 cases is going to be happen and deaths are 

predicted by using these two models for the next 365 days. The predictions are done for India 

and the worldwide. Between these two SVR is performing well compared with Linear 

Regression. 

 

INTRODUCTION 

 

Virus is an infectious agent. This virus resides in the living cells of the different life forms 

like humans, animals, plants, and bacteria. It is a small infectious agent inside the living host 

cells, where the host cell shall produce thousands of original copies [1-3]. This spread of 

viruses can be in many ways. Viral infections can cause disease like life-threatening 

infections in humans, animals, and plants. 

Corona viruses are family of virus causes saviour illness in animals and humans.  COVID-19 

is the infectious disease caused by a corona virus, which is recently discovered. This virus 

mostly affects a person's respiratory system. It is a disease that was detected at the end of 

2019 i.e on 31st December, 2019 after that the first case is confirmed in outside of the china 

i.e in Thailand on 13th January, 2020, in Japan it is confirmed on 15th January 2020, In USA it 

is confirmed on 21st January 2020 and announced a pandemic on March 11. Similarly the first 

death is confirmed in china is on 11th January 2020.In Wuhan, China, the first case was 

confirmed officially. Since then, there has been an exponential growth in the number of such 

cases around the globe.  

As of June 12th, 2020, the total reported cases reached 7,597,341 out of which 423,844 have 

died. How it spreads: This is mainly spreading through the droplets either through coughing 

or through sneezing, which is produced by the infected person. Many of the infections are 

coming through the direct contacts of a person, which causes one way of spreading. It may 

spread the disease by touching some contaminated surface or fabric and then touching one's 

mouth, nose, or eyes [4-7]. For people with the infection incubation period can be from one 

to fourteen days. And disease can also spread without any severe symptoms. So far there is 

no vaccine and medicine for preventing this virus but only we can limit the spread of virus by 

maintaining the distance between persons and maintaining hygiene. Some small work is 

already done in the analysis of COVID-19 [7-10]. 

Basically, it is a forecasting problem, several forecasting algorithms based on statistical 

theory [11] and ARIMA models are used to forecast future cases [12-13]. This paper attempts 

to forecast the future cases using Support Vector Regression and Linear Regression models. 
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1. METHODOLOGIES 

Two models are used in this study and those are Support Vector Regression and Linear 

Regression. 

Support vector Regression 

Support vector machines have been used widely for the classification problems in the 

supervised learning. Support Vector Regression uses the similar principle of Support Vector 

Machine, but this Support Vector Regression is used for the regression problems [14-16]. The 

model generated by classification of support vectors depends only on a subset of training 

data, as the cost function for building the model is not concerned with training points beyond 

the margin. Similarly, the model generated by Support Vector Regression depends solely on a 

subset of training data, since the cost function ignores samples whose prediction is close to 

their target. 

Assume that there are two decision boundaries and one hyper plane. And all the points are 

within the decision boundary. Objective of SVR is to find the best fit line which is hyper 

plane which has maximum number of data points [17-20]. 

 
Assume that the equation of hyper plane is 

y=wx+b 

The equations of decision boundaries will be 

wx+b=+a and wx+b=-a 

Thus the equation of hyper plane that should satisfy SVR as  

-a<y-wx+b<+a 

2. Linear Regression 

The problem of Regression is to find the best fit line based on the training data where the 

input data contains the real numbers. Linear regression is a supervised learning algorithm, but 

the outcome of regression is real number rather than a class label. This can be used for 

finding the relationship between two continuous variables [21-23]. 

Let X is a numerical which is independent variable and Y is a numerical vector which is 

based on the values of X.  Then the relationship between two can be found by using the 

equation Y=a0+a1X 

 

2. EXPERIMENTATION AND RESULTS 

 

3.1 Flow of Execution: 

 

For the experimentation, the data set is taken from Kaggle. Flow of execution: For the 

prediction, take the dataset as input and then pre-process the data [24-26]. Once the dataset is 

ready then apply the model on dataset and make the predictions by using test dataset and flow 

of execution is given in the figure1. 
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Figure 1: Flow of execution for prediction 

We have extracted the data for India and taken the worldwide to get the confirmed cases and 

deaths. 85% of the data is taken as training and 15% of the data is used for testing. 

Description of the datasets is given in the tables from table1to table6. By using these models, 

we have predicted for the cases to the number of days i.e. for the next 60, 90,120,150,180 and 

365 days. 

Dataset for worldwide confirmed cases 

Date 31-

01-

2019 

01-

01-

2020 

--- 16-06-

2020 

Number 

of 

confirmed 

cases 

17 27 -- 8000847 

Dataset for worldwide deaths 

Date 11-01-2020 12-01-2020 --- 19-06-2020 

Number of 

deaths 

01 01 -- 4,55,777 

 

Dataset for India confirmed cases 

Date 12-03-2020 13-03-2020 --- 14-06-2020 

Number of 

confirmed cases 

74 75 -- 320922 

 

Dataset for India deaths 

Date 13-03-

2020 

01-01-

2020 

--- 14-06-

2020 

Number 

of deaths 

01 02 -- 9195 

 

3.2 Evaluation metrics 

The performance of Support Vector Regression and Linear Regression is measured in terms 

of Mean Absolute Error, Mean Squared Error, Root Mean Squared Error and R2 [27-31].  The 

formulas for each metric can be given as in the following equation. 
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3.3 Results 

By using these models, we have predicted for the cases to the number of days i.e. for the next 

90,120,150,180 and 365 days.  Results obtained by using the models are given in the form of 

tables from table7 to table13 and also in the form of graphs for the clear understanding by 

looking at visually. The graphs can be viewed from figure2 to figure7. 

Support Vector Regression for 30 days 

 
 

 

From the above graph  we can observe that how the SVR is perfroming on testing data. Data 

is confirmed deaths for India. 
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From the above graph  we can observe that how the SVR is predicting deaths for the next 30 

days from  on testing data. Data is confirmed deaths for India. 

Linear Regression 

Linear Regression for next 30 days 

 
From the above graph  we can observe that how the linear regression is perfroming on testing 

data. Data is confirmed deaths for India. 

From the below graph  we can observe that how the SVR is predicting deaths for the next 30 

days from  on testing data. Data is confirmed deaths for India. 
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Deaths for India for 365 days 

From the below graph  we can observe that how the SVR is predicting deaths for the next 365 

days from  on testing data. Data is confirmed deaths for India. 
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From the below graph  we can observe that how the Linear Regression is predicting deaths 

for the next 365 days from  on testing data. Data is confirmed deaths for India. 

 

 
 

Results obtained usig different models are given in the form of tables 

Table 4. SVR predictions 

Days Date RMSE MAE Predicted 

cases 

90 

days 

05/0

6/21 

 

35760 

 

3406

0 

 

2019604 

 

120 

days 

05/0

7/21 

 

36029 

 

3433

0 

 

3173988 

 

150 

days 

04/0

8/21 

 

35760 

 

3406

0 

 

4711281 

 

180 

days 

03/0

9/21 

 

35757 

 

3405

7 

 

6672126 

 

365 

days 

09/0

3/21 

35760 3406

0 

31369437 

 

Table 5. Linear Regression predictions 

Days Date RMSE MAE Predicted 

cases 

90 

days 

05/06/

21 

 

12448

8 

 

1195

45 

 

309557 
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120 

days 

05/07/

21 

 

12448

8 

 

1195

45 

 

365573 

 

150 

days 

04/08/

21 

 

12448

8 

 

1195

45 

 

421589 

 

180 

days 

03/09/

21 

 

12448

8 

 

1195

45 

 

477605 

 

365 

days 

09/03/

21 

12448

8 

1195

45 

823035 

 

Table 6. Death prediction using SVR 

Days Date RMSE MAE R-

square 

value 

Predicted 

deaths 

90 

days 

05/06/

21 

 

429 340 0.80 62737 

120 

days 

05/07/

21 

 

429 340 0.80 98719 

150 

days 

04/08/

21 

 

429 340 0.80 146341 

180 

days 

03/09/

21 

 

429 340 0.80 207226 

365 

days 

03/07/

22 

432 343 0.80 974251 

 

Table 7. Death prediction using LR 

Days Date RMSE MAE R-

square  

Predicted 

deaths 

90 

days 

05/06/

21 

 

429 340 -176 62737 

120 

days 

05/07/

21 

 

429 340 -176 98719 

150 

days 

04/08/

21 

 

429 340 -176 12779 

180 

days 

03/09/

21 

 

429 340 -176 14475 

365 

days 

03/07/

22 

432 343 -176 24929 

Table 8. Worldwide confirmed cases using SVR 
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Days Date RMSE MAE Predicted 

cases 

90 

days 

17/09/20 9638199 222641

7 

44979589 

120 

days 

17/10/20 9638199 222641

7 

56977842 

150 

days 

17/11/20 9638199 222641

7 

67979852 

180 

days 

17/11/20 9638199 222641

7 

88979852 

365 

days 

16/06/21 9638199 222641

7 

27497958

9 

 

Table  9.Worldwide confirmed cases using LR 

Days Date RMSE MAE Predicted 

cases 

90 

days 

17/09/20 103910

79 

45273

84 

15,21,11741 

120 

days 

17/10/20 103910

79 

45273

84 

16,31,44541 

150 

days 

17/11/20 103910

79 

45273

84 

17,62,89401 

180 

days 

17/11/20 103910

79 

45273

84 

19,22,34451 

365 

days 

16/06/21 103910

79 

45273

84 

24,22,34451 

 

Table 10. Worldwide death dates SVR 

Days Date RMSE MAE Predicted 

deaths 

90 

days 

17/09/20 114774 106436 2451503 

120 

days 

17/10/20 114386 106037 3444381 

150 

days 

17/11/20 114386 106037 4644381 

180 

days 

17/11/20 114386 106037 5644381 

365 

days 

19/06/21 114386 106037 22739697 

 

Table 11. Worldwide death data usingLR 

Days Date RMSE MAE Predicted 

cases 

90 

days 

17/09/20 108943 108125 554668 

120 

days 

17/10/20 108943 108125 631694 

150 17/11/20 108943 108125 687694 
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days 

180 

days 

17/11/20 108943 108125 785747 

365 

days 

19/06/21 108943 108125 1260742 

 

3. CONCLUSION 

In this study, for predicting the next numbers of cases that are going to be happening in the 

upcoming weeks or months, algorithms like Support Vector Regression and Linear 

Regression are used. This type of prediction is helpuful for the governments to take the 

necessary arrangemnets in hospitals. By using these algorithms we have predicted the no of 

cases for the next 365 days and these algorithms can also be used for predicting next year’s 

also. From the obtained results Support vector Regression is predicting very well baecuase its 

R-square value is high compared with other algorithms. 
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