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ABSTRACT 

Volatile memories like double data rate random access memory or non-volatile memories like 

embedded flash memory are key components in most of the embedded systems, especially in 

today’s mobile video processing systems. There is a requirement to use the on-chip and off-

chip embedded memories very efficiently to meet the end user requirements. Increasingly 

dominating power consumption and shortening battery life of mobile devices is a key factor 

which is to be considered while designing and developing the embedded systems and embedded 

software solutions. Traditional hardware-level power optimization techniques usually come 

with significant implementation overhead to solve the memory failure problems during low-

voltage operations. This paper presents advanced mobile video memory optimization 

techniques which indirectly reduces power consumption and increases the overall system 

performance. The viewing contexts significantly influence the quality of the viewer 

experience, and in the context with higher quality, mobile users have higher tolerance to the 

video degradation. Accordingly, the memory failures can be introduced adaptively to achieve 

power savings without influencing the viewer experience. To meet the silicon area constraint 

in mobile devices, a simple but an efficient hardware implementation scheme can be developed 

based on these optimization techniques to minimize area overhead. Input mp4 video will be 

processed by various techniques like bicubic, bilinear, nearest neighbor and H264 

compression to generate output mp4 videos with various memory sizes. The simulation results 

will also be provided. 

Keywords: Embedded systems;H265; Nearest Neighbor method;RAM. 

 

1. Introduction 

Many types of memory devices are available for use in modern computer systems. As an 

embedded software engineer, we must be aware of the differences between them and understand 

how to use each type effectively. We will approach these devices from the software developer's 

perspective. Keep in mind that the development of these devices took several decades and that 

their underlying hardware differs significantly. The names of the memory types frequently 

reflect the historical nature of the development process and are often more confusing than 

insightful. The RAM family includes two important memory devices: static RAM (SRAM) and 

dynamic RAM (DRAM). The primary difference between them is the lifetime of the data they 

store. SRAM retains its contents as long as electrical power is applied to the chip. If the power is 
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turned off or lost temporarily, its contents will be lost forever. DRAM, on the other hand, has an 

extremely short data lifetime-typically about four milliseconds. This is true even when power is 

applied constantly. 

In short, SRAM has all the properties of the memory you think of when you hear the word RAM. 

Compared to that, DRAM seems kind of useless. By itself, it is. However, a simple piece of 

hardware called a DRAM controller can be used to make DRAM behave more like SRAM. The 

job of the DRAM controller is to periodically refresh the data stored in the DRAM. By 

refreshing the data before it expires, the contents of memory can be kept alive for as long as they 

are needed. So, DRAM is as useful as SRAM after all.When deciding which type of RAM to 

use, a system designer must consider access time and cost. SRAM devices offer extremely fast 

access times (approximately four times faster than DRAM) but are much more expensive to 

produce. Generally, SRAM is used only where access speed is extremely important. A lower 

cost-per-byte makes DRAM attractive whenever large amounts of RAM are required. Many 

embedded systems include both types: a small block of SRAM (a few kilobytes) along a critical 

data path and a much larger block of DRAM for everything else. 

Memories in the ROM family are distinguished by the methods used to write new data to them 

(usually called programming), and the number of times they can be rewritten. This classification 

reflects the evolution of ROM devices from hardwired to programmable to erasable-and-

programmable. A common feature of all these devices is their ability to retain data and programs 

forever, even during a power failure.The very first ROMs were hardwired devices that contained 

a pre-programmed set of data or instructions. The contents of the ROM had to be specified 

before chip production, so the actual data could be used to arrange the transistors inside the chip. 

Hardwired memories are still used, though they are now called “masked ROMs” to distinguish 

them from other types of ROM. The primary advantage of a masked ROM is its low production 

cost. Unfortunately, the cost is low only when large quantities of the same ROM are 

required.One step up from the masked ROM is the PROM (programmable ROM), which is 

purchased in an unprogrammed state. If you were to look at the contents of an unprogrammed 

PROM, you would see that the data is made up entirely of 1's. The process of writing your data 

to the PROM involves a special piece of equipment called a device programmer. The device 

programmer writes data to the device one word at a time by applying an electrical charge to the 

input pins of the chip. Once a PROM has been programmed in this way, its contents can never be 

changed. If the code or data stored in the PROM must be changed, the current device must be 

discarded. As a result, PROMs are also known as one-time programmable (OTP) devices. 

An EPROM (erasable-and-programmable ROM) is programmed in the same manner as a 

PROM. However, EPROMs can be erased and reprogrammed repeatedly. To erase an EPROM, 

you simply expose the device to a strong source of ultraviolet light. (A window in the top of the 

device allows the light to reach the silicon.) By doing this, you essentially reset the entire chip to 

its initial-unprogrammed-state. Though more expensive than PROMs, their ability to be 

reprogrammed makes EPROMs an essential part of the software development and testing 

process.As memory technology has matured in recent years, the line between RAM and ROM 

has blurred. Now, several types of memory combine features of both. These devices do not 

belong to either group and can be collectively referred to as hybrid memory devices. Hybrid 

memories can be read and written as desired, like RAM, but maintain their contents without 

electrical power, just like ROM. Two of the hybrid devices, EEPROM and flash, are descendants 

of ROM devices. These are typically used to store code. The third hybrid, NVRAM, is a 
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modified version of SRAM. NVRAM usually holds persistent data.EEPROMs are electrically-

erasable-and-programmable. Internally, they are similar to EPROMs, but the erase operation is 

accomplished electrically, rather than by exposure to ultraviolet light. Any byte within an 

EEPROM may be erased and rewritten. Once written, the new data will remain in the device 

forever-or at least until it is electrically erased. The primary tradeoff for this improved 

functionality is higher cost, though write cycles are also significantly longer than writes to a 

RAM. So you wouldn't want to use an EEPROM for your main system memory.Flash memory 

combines the best features of the memory devices described thus far. Flash memory devices are 

high density, low cost, nonvolatile, fast (to read, but not to write), and electrically 

reprogrammable. These advantages are overwhelming and, as a direct result, the use of flash 

memory has increased dramatically in embedded systems. From a software viewpoint, flash and 

EEPROM technologies are very similar. The major difference is that flash devices can only be 

erased one sector at a time, not byte-by-byte. Typical sector sizes are in the range 256 bytes to 

16KB. Despite this disadvantage, flash is much more popular than EEPROM and is rapidly 

displacing many of the ROM devices as well. 

 

2. Block Diagram of the proposed work and its description 

 
Fig. 1. Block Diagram of the proposed. 

We will be taking a sample MP4 video file as input for testing the various techniques proposed 

by us. In this process we will develop the algorithm for the various techniques and show how the 

videos are processed before sending them to the memory. All the processed videos which are in 

the memory, will  be read back and displayed to check the video quality. Image scaling has been 

widely applied in the fields of digital imaging devices such as digital cameras, digital video 

recorders, digital photo frame, high-definition television, mobile phone, tablet PC, etc. An 

obvious application of image scaling is to scale down the high-quality pictures or video frames to 

fit the mini size liquid crystal display panel of the mobile phone or tablet PC. As the graphic and 

video applications of mobile handset devices grow up, the demand and significance of image 

scaling are more and more outstanding. In many applications, from consumer electronics to 

medical imaging it is desirable to improve the restructured image quality and processing 

performance of hardware implementation. The image scaling algorithm is of two types: they are 

polynomial based and non-polynomial based algorithms.  

The simplest polynomial based algorithm is the nearest neighbor algorithm. The nearest neighbor 

algorithm is easy to implement and has less complexity but the images produced are full of 

blocking and aliasing artifacts. The bilinear interpolation is another polynomial based algorithm 

which uses linear interpolation model to calculate the value of the unknown pixels. The image 
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produced by the bilinear interpolation method is popular due to its computational efficiency and 

image quality. The image produces blurring and aliasing effects upon scaling. The bicubic 

interpolation algorithm which is an extension of the cubic interpolation for interpolating pixels 

on a 2D regular grid. The images produced by the bicubic image interpolation is of high quality 

but it has high complexity and high memory requirements which makes it difficult to implement 

it in a Very large scale Integration(VLSI). 

The non-polynomial based algorithms used in image scaling processors are auto regressive 

model bilateral filter and curvature interpolation. The area pixel mode algorithm called Winscale 

was proposed by kim. The Winscale algorithm uses a maximum of four pixels and calculates the 

luminosity of each pixel from grayscale to color image. The Winscale algorithm is more 

computing resource than the other algorithm. The bilinear algorithm has lower complexity and 

memory requirement than the other algorithms. The blurring and the aliasing effect caused by the 

linear interpolation can be smoothed by using a sharpening and clamp filter.Bilinear 

interpolation is an image restoring algorithm which interpolates the neighboring pixels of an 

unrestored image to obtain the pixel of a restored image. The linear interpolation is done in one 

direction and then the same function is repeated in other directions. Bilinear interpolation takes 

four neighboring pixels to calculate the target pixel. Bilinear interpolation is a popular 

interpolation technique used in image scaling. 

 
The Q(i,j), Q(i+1,j), Q(i,j+1) and Q(i+1,j+1) are the nearest neighbor pixel of the original image 

with i  = [0,1,2,…M] and j = [0,1,2…N]. Where M is the number of pixels having the width of 

the original image and N is the number of the pixels corresponding to the length of the image. 

The temporary pixel created by the vertical and the horizontal direction is as shown. 

 
Where xf is the scale parameter in the horizontal direction and yf is the scale parameter in the 

vertical direction. Bilinear interpolation is a popular implementation in the VLSI chips.In this 

paper, we propose a novel bicubic method for digital image scaling. Image scaling is a prime 

technique in image processing. It is used in many important applications such as digital high-

definition television, big screen display, copy and print machine, medical imaging, end-user 

equipment and so on. Bilinear scaling is the cheapest implementation of the Scaler that uses 

bilinear interpolation to calculate pixels. Bilinear interpolation produces a greater number of 

interpolation artifacts (such as aliasing, blurring, and edge halos) than more computationally 

demanding techniques such as bicubic interpolation. 

Bicubic scaling is more demanding compared to bilinear scaling, and produces smoother pictures 

with less artifacts. Compared to bilinear interpolation, which only takes 2 x 2 pixels into account, 

bicubic interpolation considers a 4 x 4 pixel area.Bilinear method uses the Bilinear scaling which 
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uses bilinear interpolation to calculate pixels.  Bicubic method uses the Bicubic scaling which is 

a little bit more demanding compared to bilinear scaling, and produces smoother pictures with 

less artifacts.Bicubic is an extension of cubic interpolation for interpolating data points on a two 

dimensional grid. It can be accomplished using either Lagrange Polynomials or Cubic 

Convolution algorithm and it is chosen over Nearest Neighbour and Bilinear interpolation as its 

interpolated surface is smoother than both of them and has fewer interpolation artifacts. 

 

 

 

 

 
2.1. Nearest Neighbor method 

 
O[m’,n’] (the resized image) takes the value of the sample nearest to (m’/M,n’/M) in I[m,n] (the 

original image): O[m' n'] = I[(int) (m + 0 5) (int) (n + 0 5)] m = m'/M n = n' /M 

 
Next generation video codecs are expected to support the emerging 8K ultra-high-definition 

(UHD) format that involves up to 10–12 b/pixel, 7680 × 4320 pixels/frame and 120 frames/s, 

which corresponds to a bit rate by at least an order of magnitude higher than today’s mainstream 

1080p HD. Context adaptive binary arithmetic coding (CABAC) is the entropy coding tool in the 

latest video coding standards: H.265/High Efficiency Video Coding (HEVC) and 

H.264/Advanced Video Coding (AVC). While CABAC delivers remarkably better coding 

efficiency than its predecessors, its algorithm suffers from critical data dependencies. In 

hardware implementation, this results in difficulties in leveraging parallelism and pipelining. The 

data dependencies, along with the requirement to process ultra-high bit rate in real time, make 

CABAC decoding a major bottleneck in the video decoder. 
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Figure shows the key components of CABAC decoding including binary arithmetic decoding 

(AD), context memory (CM), context selection, and debinarization. In the corresponding data 

flow, two loops lie outside and inside AD, respectively. This also makes CABAC decoding more 

challenging than encoding that contains only one critical loop. 

 
The first loop in CABAC decoding involves data dependencies between consecutive syntax 

elements (SEs). Many previous works have been conducted to alleviate its influence, by 

techniques including speculative/predictive execution of the pipeline, exhaustive coverage of 

branches, and reducing the frequency of SE switching. Moreover, in HEVC, the SE loop has also 

been alleviated at the algorithm level through reduction of context-coded bins. In comparison, 

the loop inside AD is much more critical by involving data dependencies at the binary symbol 

(bin) level. 

To address this loop, Zhao et al., Yu and He, and Choi and Choi applied multi symbol AD 

designs to process more than 1 bin per clock cycle (BPCC). These multi-BPCC designs, 

however, suffered from an increase of critical path delay with increased parallelism. As a result, 

improvement in overall performance, in terms of the product of BPCC and maximum clock 

frequency, is limited. Moreover, a multi-BPCC CABAC decoder has to read/write multiple 

context models and may have to process multiple SEs in each clock cycle, which increases 

difficulty in implementation. Chen and Sze proposed a deeply pipelined 1-BPCC CABAC 

decoder. Despite being optimized with a subinterval reordering technique, AD is still the 

bottleneck of the whole CABAC decoder. Sze’s architecture achieves above 3 Gbin/s throughput 

with the same AD architecture of and data parallelism at the SE level, but latter is not fully 

compatible to the final HEVC standard. For future video coding frameworks, the proposed AD 

design has the potential to be combined with SE-level parallelism for faster CABAC decoding. 

We further explore the performance limit of AD, with a variable-clock-cycle-path (VCCP) 

design that exploits the differences in critical path delay and in probability of occurrence 

between various types of bins. The resulting AD throughput reaches 1010 Mbins/s in 90-nm 

CMOS, with a BPCC of 0.96 and a maximum clock frequency of 1053 MHz, which outperforms 

prior art by at least 19.1%.Binary AD transforms an input stream of bits into a sequence of bins, 

including regular bins and bypass bins. A regular bin can be either a more probable symbol 
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(MPS) or a less probable symbol (LPS). A terminate bin that signals the completion of an entire 

slice can be regarded as a special regular bin. Raw video contains an immense amount of data.  

Communication and storage capabilities are limited and expensive. Example HDTV video signal 

is shown below: 

 
Bandwidth Reduction is as shown below, we can see the Application and data rate for both the 

uncompressed data and compressed data: 

 
Video Compression standards are shown below, we can see the standard, application and the bit 

rate: 

 
Motivation of compression is Ensuring interoperability, Enabling communication between 

devices made by different manufacturers, Promoting a technology or industry, and Reducing 

costs. 
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Some more problems we need to consider are What Do the Standards Specify?A video 

compression system consists of the following: An encoder, Compressed bit ‐streams, A decoder, 

What parts of the system do the standards specify?Not the encoder, not the decoder: 

 
Just the bit ‐stream syntax and the decoding process, for example it tells to use IDCT, but not 

how to implement the IDCT.  

Enables improved encoding and decoding strategies to be employed in a standard ‐compatible 

manner. 

Achieving Compression: Reduce redundancy and irrelevancy.  

Sources of redundancy: Temporal – Adjacent frames highly correlated.  

Spatial – Nearby pixels are often correlated with each other.  

Color space – RGB components are correlated among themselves.  

Irrelevancy – Perceptually unimportant information. 

Basic Video Compression Architecture: 

Exploiting the redundancies  

Temporal – MC ‐prediction and MC ‐interpolation  

Spatial – Block DCT  

Color – Color space conversion Scalar quantization of DCT coefficients  

Run ‐length and Huffman coding of the non ‐zero quantized DCT coefficients 

The increasing demand to incorporate video data into telecommunications services, the corporate 

environment, the entertainment industry, and even at home has made digital video technology a 

necessity. A problem, however, is that still image and digital video data rates are very large, 

typically in the range of 150Mbits/sec. Data rates of this magnitude would consume a lot of the 

bandwidth, storage and computing resources in the typical personal computer. For this reason, 

Video Compression standards have been developed to eliminate picture redundancy, allowing 

video information to be transmitted and stored in a compact and efficient manner.The above 

figure shows how an input video signal is converted to an output bitstream after several 

processing techniques like color space conversion i.e. RGB to YUV, DCT, quantization, 

Huffman coding,etc. 
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3. Software Analysis 

Dev-C++ is a full-featured Integrated Development Environment (IDE) for the C/C++ 

programming language. As similar IDEs, it offers to the programmer a simple and unified tool to 

edit, compile, link, and debug programs. It also provides support for the management of the files 

of a program in “papers” containing all the elements required to produce a final executable 

program. Dev-C++ uses the Mingw port of GCC (GNU Compiler Collection) as a compiler. It 

can create native Win32 executables, either console or GUI, as well as DLLs and static libraries. 

Dev-C++ can also be used in combination with Cygwin or any other GCC based compilerDev-

C++ is a Free Software distributed under the terms of the GNU General Public License (GPL).  

Dev-C++ can be installed on any Windows machine with Windows XP and Windows 7. This 

tutorial uses Dev-C++ 4.9.9.2 on Windows 7 (configuration in the computer labs as of course 

2012-2013).  

3.1. Application Development: 

The application development process encompasses the following steps:  

1. Create a paper: The type of application and the programming language to be used are 

specified.  

2. Write source code: Write the program in C and save the source code file.  

3. Compile and link the code: The source code is compiled and linked to generate a running 

program. Other files of the paper may be created.  

4. Fix compilation errors: If the syntax of the program is not correct, the compilation fails and 

the compiler generates a message related to the error/s. The programmer must correct the errors. 

 5. Run the program: Run the program to validate the functioning. 

 6. Fix execution errors: If the actions performed by the program are not as expected, it is 

necessary to correct the source code. It may be also convenient to use the debugger to find 

complex errors.  

3.2. Paper Creation: 

A paper is a center for managing your different source files and options inside Dev-C++. It helps 

you navigate through your code, and easily set different parameters, like the type of program you 

are doing (GUI, console, DLL ...).A paper groups several files with a common purpose. In our 

programs, papers will include a file with metadata about the paper (.dev), a file with C source 

code (.c), a file with object code (.o), and a file with linking instructions (makefile.win). Only the 

“.c” file must be explicitly created –the remaining files are automatically created by Dev-C++. 

When creating a paper, Dev-C++ asks the user where the files must be stored. It is convenient to 

use different folders for each paper, since by default, the source code is named main.c and 

previous files can be overwritten. Paper type determines the type of application that will be 

developed. User interaction is performed by typing information on the keyboard (input) and 

printing characters on the screen (output) with proper read and write instructions. 

 

4. Results 

Before running the application the directory window is like this: 
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User can select any scaler algorithm, for example select 0 

 

After the scaling is done, the menu repeats: 

 

After the scaling is done you can see a new video is generated in the same directory: 
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The results directory looks like this: 

 

In the directory we have some files like application.c, H.264_and_H.265_compr_app, H264, 

H265, and input files. 

H.264_and_H.265_compr_app is an application which has the compression algorithms like H264 

and H265. 

The directory has an input video which is to be compressed and 2 batch files named H264 and 

H265 which are used by the application.c to interact with the application specific interfaces or 

functions. 

Open the application by double clicking the app exe file, after that you can see: 

 

After that enter 0: 

 

Press enter: 

 

Now see the results directory, a new file with name input_compr_H264 is generated: 
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Next enter 1 in the app: 

 

 

In the directory you can see that a new file by name input_compr_H265 is generated. 

 

Algorithm Input Size 

H264 55,476 KB 11,047 KB 

H265 55,476 KB 1,911 KB* 

 

Note: You can see that the compressed video has very less size. 

Play the 2 compressed videos and the input video: 
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Input video: 

 

(a) H264 video  

  

 (

b) H265 Video 

 

4. Application Areas 

Broadcast Displays, Cameras, Switchers, and Video Servers; LED Wall; Multi-Panel Displays; 

Digital Cinema; Projectors; Medical Endoscope; Video Surveillance; Consumer Displays; Video 

Conferencing; Machine Vision; Privacy and security: E-mail message, wireless network; 

Confidentiality: personal records, transaction records; Authentication: digital signatures, login; 

Intellectual property: copy protection. 

For most use cases,Vormetric Transparent Encryption meets an enterprise’s security, contractual 

and compliance requirements. Vormetric Transparent Encryption applies encryption and access 

policies “transparently” to data at rest, of any file type and in any environment, at the file or 

volume level without requiring any application development and maintenance efforts. However, 

for the applications that require field-level encryption fordatabase,big data,PaaS or other 

https://www.vormetric.com/products/transparent-encryption
https://www.vormetric.com/products/encryption/database-encryption
https://www.vormetric.com/data-security-solutions/applications/big-data-security
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applications there is Vormetric Application Encryption. Vormetric Application Encryption is a 

library to simplify integrating application-level encryption into existing corporate applications. 

The application encryption library provides a set of documented standard-based APIs used to 

perform cryptographic and encryption key management operations. The innovative product 

design enables developers to choose to standard AES encryption or schema maintaining Format 

Preserving Encryption (FPE). Vormetric Application Encryption removes the complexity and 

risk of implementing an in-house encryption and key management solution. Vormetric 

Application Encryption supports Unicode and the library is in the process of being certified 

for FIPS 140-2. 

4.1 Vormetric Application Encryption Key Attributes 

A. Column-level encryption -Easily add standards based column-level encryption or schema 

maintaining Format Preserving encryption (FPE) to existing applications. 

B. Protect sensitive data - Stop malicious DBAs, cloud administrators, hackers, and authorities 

with subpoenas from accessing valuable data. 

C. Deploy with confidence - Leverage proven, Vormetric high-performance encryption and key 

management agents. 

D. Maintain SLA - Experience high-performance encryption transactions per second. 

E. Centralize control - Reduce complexity and costs associated with application-layer encryption 

and file system-level encryption. 

F. Support heterogeneous environments - Simply extend application-layer encryption across 

virtual, cloud, big data and traditional environments that run Linux and Windows. 

G. Format Preserving Encryption - The encrypted output field size remains identical to the input 

reducing storage footprint. Allows encryption within a specified character set. For example, 

encrypting a 16-digit credit card number will result in a 16-digit number. 

H. Batch Data Transformation support - Vormetric Batch Data Transformation is a product that 

provides capabilities to mask, tokenize or encrypt sensitive column information in databases. It is 

used to quickly encrypt data in existing databases that are in use with applications that will be 

protecting sensitive data with Vormetric Application Encryption. 

 

5. Conclusion 

In this paper we have developed the source code for a system which reads a video and 

compresses it with various algorithms and validated it. This video compression application can 

be used as an IP in the FPGA, this IP can also be used as a peripheral in the embedded system. IP 

can also be a part of any processor-based system on chip or a cortex M3 processor-based system 

on chip. In some cases, the IP can be imported as a module and an embedded system can be built 

manually instead of using a SOC (system on chip). IP can handle all the masters and slaves 

connected to it on the chip or off the chip, some of the chip hardware components can be 

interfaced to this IP to meet the end customer requirements like video processing systems, cell 

phones, Image processing applications, Transmitters and Receivers ..etc. In order to explore 

http://csrc.nist.gov/groups/STM/cmvp/documents/140-1/140IUT.pdf
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some involving challenging theoretical and technical issues, we have developed a novel system 

design and algorithm analysis approach for FPGA platform-based real-time chaos-based video 

compression systems. Compared with digital simulations, the hardware implementation for real-

time chaos-based video compression algorithms is much more difficult to achieve. The new 

system has been designed and analyzed to resolve various difficulties, and its corresponding 

hardware experiments have been verified and validated, demonstrating the feasibility of the 

proposed methodology. 
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