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Abstract. Almost all over the world, the economy mainly depends on the production of food. 

Computer vision technology plays a pivotal role in the field of agriculture. The dream of this 

research is to produce successful crops in the agricultural sector. Successful farming can 

increase crop production in terms of both quality and quantity. The farming performs eight 

major phases which begin from crop selection to harvesting. At any of these phases, the 

disease and pest may destroy plants. However, the leaves are found to be the most damaged 

part in disease identification. A lot of articles are taken out for the survey that endorses the 

mechanism of image processing and deep learning for the detection and classification of 

diseases from the crop leaves. This survey provides an overview of the pros and cons of all 

such articles on various research aspects. The effectiveness of state-of-the-art methods is 

explored to identify the techniques that seem to work well across different crops. This paper 

indicates that algorithms like Support Vector Machine and Neural Network play an important 

role in the crop disease identification and classification. 
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1. Introduction 

Agriculture is one of the most important sectors in the global economy. It provides food 

for humans and animals along with fabrics, materials for construction and paper products. As of 

September 2018, the total area planted with Kharif crops in India overtook 105.78 million 

hectares. India is the second biggest organic product maker in the world. Thus, an Indian 

economy greatly depends on farming products. Nowadays, farmers suffer a drop in production 

due to a lot of diseases and pests. Even though the farmers can identify the disease through naked 

eyes but they can’t recognize it in an overdue period which is a time-consuming problem. To 

avoid this condition and for a speedy recovery, the images of both healthy and infected parts of a 

plant are taken out. This identifies the infected regions using textural features of HSI and the set 
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of truncated feature models was created. This was used to determine the textural features in each 

image by using the CCM technique [1]. 

The utilization of crops can be classified into four different types such as cash, food, 

plantation, and horticulture. Plants get affected by two major diseases such as biotic and abiotic. 

Fungi, bacteria, and viruses in plants are caused by biotic disease [2], whereas abiotic can cause 

plants in terms of weather conditions, chemicals, etc... Leaves of different plants bear different 

diseases that have to be identified with the support of color, texture, and shape. Based on color 

intensity, the histogram technique was used on paddy leaves to identify the infected regions [3]. 

The disease detection mechanism involves several phases such as Dataset Preparation, 

Preprocessing, Feature Extraction, Segmentation, and classification. It consists of two major 

parts such as training and testing. The Training part begins with the collection of images from 

the stem, root, leaves, etc... These images are pre-processed by evacuating blur effect, noise 

effect and even correcting the RGB/grey level. In the phase of segmentation, it removes the 

background image from the ROI and also detects the affected part during training. Feature 

Extraction phase is used to extract the features and produce feature vectors. These feature vectors 

are utilized to train the classifier. In the training part, the test image goes through all phases and 

recognizes either infected or healthy from the trained classifier.  

The effectiveness and compatibility of the model are evaluated using performance 

metrics. It is also called a recognition rate and success rate [4]. These rates depend upon the 

comparison of a model, type of classifier, techniques used and accuracy of recognition from one 

over another. Figure 1 explains about the basic deep learning techniques involved in the Leaf 

disease classification. 
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Figure.1. Deep Learning Techniques for Leaf Disease classification 

The rest of the paper is sorted out as follows: Section 2 exhibits about literature review on 

crops. Section 3 presents a discussion of crop diseases and their techniques in tabular form. 

Section 4 depicts the conclusion. 

 

2. Literature review on crops 

A crop is a plant that is grown or raised on a large scale so that it can be economically 

exchanged and extensively harvested for-profit purposes. The significant crops can be 

categorized into four major types depending upon their utilization. Figure 2 explains the 

Categories of crops. 

 

 

 

Figure.2. Categories of crops 

2.1 Food crops 

Food crops are derived from plants that refer to the world’s food supply. These are 

intentionally grown with the key purpose of being eaten by people and livestock. The crops 

include maize, Rice, Millet, pulses, and paddy, etc… Figure 3 presents the categories of food 
crops and their diseases. 

 
Figure.3. Categories of Food crops and their diseases 

2.1.1 Techniques used 

It is great significance as the accuracy of the framework lies in samples utilized for 

training. The 847 samples of paddy leaves were collected from several farms in West Bengal [3], 

which consists of three diseases such as blast, bacterial leaf blight and Rice tungro. The resized 

original RGB image was converted to a grey image using a color transformation technique and 

then the changing values were plotted using histogram technique. 

Another research work negotiated with maize in [5] which 100 samples were collected 

from 5 kinds of diseases. Each kind consists of 20 diseases where segmentation technique was 
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practiced to separate the diseased spots from the background image. This was done efficiently by 

obtaining an optimal threshold value through weighted Parzen-window. 

To improve the precision of 500 maize samples that includes 8 diseases such as 

Curvularia leaf spot, dwarf mosaic, gray leaf spot, northern leaf blight, brown spot, round spot, 

rust, and southern leaf blight. The two improved models such as GoogLeNet and Cifar 10 were 

proposed to train and test by adjusting the parameters, adding up the dropout functions and ReLu 

functions, modifying the pooling combinations and reducing the number of classifiers in [6]. 

In [7], the dataset comprises 500 rice samples from 10 common diseases like blast, smut, 

brown spots, bakanae disease, sheath blight, sheath rot, leaf blight, bacterial sheath rot, seedling 

blight, and wilt. To avoid the problem of overfitting, the data augmentation method can be used 

to enlarge the datasets. 

The research work was done with 124 images of millet leaves [8] which has Mildew 

disease like plant dead, yellowing, malformation of ear, plantule and partial green ear. The 

author has proposed a training network that was composed of feature extraction and a pre-trained 

model. This was used to extract features for any input for the third component. 

2.2  Cash crops 

Cash crops are crops that are produced for their commercial value rather than the 

consumption for humans or livestock. The crops include coffee, tea, sugar cane, tea, cotton, and 

spices. Figure 4 describes the categories of cash crops and their diseases. 

 
Figure.4. Categories of cash crops and their diseases 

2.2.1Techniques used 

The image data set of banana and plantain crops were obtained from the International 

Network for the Improvement of Banana and Plantain (INIBAP). The samples of cotton and soya 

were captured from the Department of Entomology at the University of Georgia, USA. The 

research work was done on identifying plant diseases through visual symptoms [9] by using the 

color transformation technique which converts an RGB image into H, 13a, 13b. Then, the 

processed images were fed into the segmentation phase, which was accomplished by determining 
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the threshold cut off value to identify the intensity of leaves using the histogram. 20 images from 

each crop variety have been taken for testing the model. 

An image set of 117 samples from cotton crop [10] were acquired from the University of 

Georgia, the USA which consists of various diseases such as green stink bug, angular and blight 

virus. From those samples, the set of features was extricated. Each of them was utilized as the 

input to the support vector machine. It has been demonstrated that the texture related feature used 

as bias when the target image did not pursue the characterized shape and color.  

Considering the diseases on cotton crop [11] in Foliar leaf spot on cotton Curl, 

Geminivirus, Bacterial Blight, CercoSpora-leaf, Alternaria spots were spotted and totally 20 

diseased and 25 non-diseased samples were carried out for the detection and diagnosis using 

SVM. During segmentation, an anisotropic-diffusion technique can be utilized to protect the 

extracted pixel information and then the subsequent color pixels were grouped by an 

unsupervised SOFM network to obtain the cluster of the color image. Then, the classification 

was done using a backpropagation neural network. 

The 1470 samples of soybean were collected from different farms of Northeast 

Agricultural University with the variation such as bacterial disease, spider mite, virus diseases, 

healthy leaves, downy mildew, leaves with pest and leaves with pesticide. Among all 

architectures, the Convolutional neural network with ResNet achieved optimal accuracy in 

finding diseases at the soybean crops [12]. 

2.3 Horticulture crops 

Cultivation has been characterized as the farming of plants, for the most part for 

nourishment, comfort, beauty, and materials. Horticulture is the growing of fruits, vegetables, 

nuts and other ornamental plants for aesthetic uses which are used for medicinal purposes. Figure 

5 

explains the categories of horticulture crops and their diseases. 

Figure.5. Categories of horticulture crops and their diseases 
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2.3.1 Techniques used 

The image dataset of grapefruit leaves was collected from central Florida in late spring of 

2002, which has four varieties of diseases such as greasy spot, melanose, scab, and normal citrus 

leaf. Each variety consists of 40 leaves samples in [1]. Each of the leaf sample’s edges was 

detected byCanny’s edge detector. The discrimination of affected and healthy leaves has been 

done using color co-occurrence techniques to identify whether the textural based (HSI) color 

features related to statistical classification algorithms. 

The 15 plants of healthy and 15 plants of non-healthy [13] were taken as a sample for 

sugar beet, which consists of various diseases like leaf spot, leaf rust, and mildew. From the two 

classes, data was recorded using hyperspectral reflectance. SVM can be used as a classifier 

which produces low classification error. About 1434 samples of both sunflower leaves and 

weeds were collected. It was used to train the model in the splitting of 90 % training and 10% 

testing. To sort out the leaves, the proposed Posterior Probability Model Selection (PPMS) 

algorithm can be utilized in conjunction with the architecture of the Generalized Softmax 

Perceptron (GSP) neural network. It produces the classification outcome as either sunflower or 

weeds in [14].  

Around 500 plant leaf samples of 30 diverse plant species from Tamil Nadu have been 

gained for the methodology of classifying plant diseases in [15], which has considered the 

common diseases like Late scorch, Bacterial spot, Fungal spot, Chocolate spot, Bacterial disease, 

Fungal disease, Sunburn, Sooty mold, Early blight, Late blight, Scorch, Ashen mold, Leaf lesion. 

The leaf samples were converted into HIS. Using co-occurrence matrix, features were derived 

and these values have undergone the classification with minimum distance criterion. Further, the 

accuracy was improved by SVM. 

The 200 images of infected tomato leaves were obtained [16], which contains two 

diseases such as TSWV and TYLCV. SVM with various kernel functions were utilized for 

classification to recognize the two tomato viruses in leaf. The 300 images of cucumber leaves 

tainted with the sicknesses of downy mildew, blight, and anthracnose were collected for crop 

disease recognition. From each of the infected leaves, statistical and meteorological features 

were extracted [17]. The feature vector was created from these features and contributes to the 

Probabilistic neural network (PNN) to perform the classification. 

The 90 images of apple leaves [18] affected by powdery mildew, mosaic and rust were 

transformed from RGB to HSI, YUV and grey models using color transformation structure. 

Based on the specific threshold value, the background image was evacuated and the diseased 

spot can be segmented using region growing algorithms. Based on color, texture, and shape, 38 

classifying features were extracted. The combination of genetic algorithm and correlation-based 

feature selection can be utilized to choose the most significant features to improve the model 

efficiency. 

The dataset of 106 leaf samples from banana, beans, rose and lemon was taken [19]. 

During training 15 samples from each species were used. After mapping the R, G, B segments of 

the input sample to the threshold images, the co-occurrence features were measured. Then, the 
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infected clusters were formed by k-means clustering. The segmented components were processed 

using a Genetic Algorithm and classification has been performed to produce the output image 

with the amount of disease infected. 

The 420 samples in cucumber [20] affected by Downy mildew, Bacterial angular, 

Corynesporacassiicola, Scab, Gray mold, Anthracnose, and Powdery mildew. The infected leaf 

samples were segmented using k means clustering. In training, the combined features of color 

and shape have been taken to form a dictionary and then form Sparse Representation of the 

image by the sparse model to attain the highest accuracy. 

The vine leaves which have diseases like downy mildew, powdery mildew, and black rot 

were acquired [21]. The grab cut algorithm technique can be used in segmentation to separate the 

foreground and background images. The pixels were labeled and the histogram was derived 

using the Local Binary Pattern algorithm. Therefore, classification was performed using one-

class classification and One Class SVMs. The conflicts were raised in one class SVM and it was 

resolved by the nearest support vector strategy technique to perform labeling according to 

proximity[26 - 29]. 

An open database of 87,848 images was taken to train a model. Among all, CNN 

performs better with VGG architecture in [22]. The 8900 leaf curl of papaya and 570 images of 

papaya mosaic were collected in [23]. It was resized as 224*224 RGB using an image processing 

technique. Both classification and feature extraction can be performed on CNN itself. At the 

outcome of CNN, the discrimination on healthy and diseased samples can be made[30-32]. 

2.4  Plantation crops 

The plantation develops a large group of crops. It is concerned with farming where crops 

are grown for profit. Large land surfaces are much needed for this sort of agriculture farming. 

The plantation crops include coconut, oil palm, cashew, tea, coffee, rubber, and cocoa. Figure 6 

presents the various categories of plantation crops and their diseases. 

 

 

 

 

 

Figure.6. Categories of Plantation crops and their diseases 

2.4.1 Techniques used 

The 5 types of affected tea samples were taken [24], each type consists of 10 images. The 

tea leaves were preprocessed and undergone into the extraction phase. Pattern recognition can be 

done using Neural Network Ensemble (NNE) and the extracted features were fed into the 

Artificial Neural Network for training. The 9100 images of coffee leaves were acquired from 

Ethiopia, Jimma, and Zegie, which consists of three diseases such as leaf rust, berry disease, wilt. 
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The data splitting of 70 % training and 30 % testing were used to improve the accuracy. There 

were two parts involved in [25], which is building a knowledge base system and image 

processing part. From the base system, an expert’s knowledge can be extracted and a protocol 

was developed using decision tree methods. In the image processing part, the median filtering 

technique was used as a noise removal method and K means technique was used for 

segmentation. Then the feature extraction was carried to shorten the original data set, which 

discriminates the three types of diseases. Totally 17 features were extracted including GLCM, 

color, and Statistical features. Therefore the performance of recognition was tested using the 

BPNN classifier. 

3. Analysis And Discussions 

This section shows the comparative results of different crops on disease detection using 

computer vision techniques. The disease detection is mainly partitioned into two groups: firstly, 

it should follow up the steps like dataset preparation, preprocessing, segmentation and feature 

extraction. Secondly, it will drive into the classification and prediction results. 

Figure.7. Review Map of Leaf Disease Classification 

Figure 7 presents a summary of various techniques involved in leaf disease classification. It 

is categorized based on year which carries the article number, dataset applied, techniques 

adopted and accuracy. Since 2006, several researchers have been carried out to analyze the 

diseases in leaves.so, there are a number of studies related to this topic. In [1] generalized square 

distance technique was used in grapefruit dataset to classify the disease in leaves and showed the 

accuracy of 94.39%. With the progress towards technologies, algorithms like SVM [19], CNN 

[7], and K-Means [25] serve an indispensable function in leaf disease classification. 

Table.1. shows various techniques and classifiers used to identify the crop diseases and 

presents the effectiveness of the algorithm through performance measures. 
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Table.1. Comparison on classifier’s performance 

[Ref 

No] 

year 

Name of 

the crop 

Crop type Diseases 

have taken 

Techniques used Classifier Performan

ce 

measures 

(accuracy) 

[1] 

2006 

Grape Horticulture Greasy spot, 

melanose, 

scab, and 

normal citrus 

leaf. 

Color co-

occurrence 

method, Canny’s 

edge detector 

Generalize

d squared 

distance 

96.30% 

[3] 

2012 

Paddy Food  Blast; 

Bacterial 

Leaf Blight; 

Rice tungro 

RGB to 

Grayscale 

conversion, 

histogram draw 

Histogram 

draw 

blast-

87%, 

bacterial 

leaf 

blight- 

92%, rice 

tungro- 

90% 

[6] 

2018 

Maize Food Curvularia 

leaf spot, 

dwarf 

mosaic, gray 

leaf spot, 

northern leaf 

blight, brown 

spot, round 

spot, rust, 

and southern 

leaf blight 

Google Net and 

Cifar10 

CNN, 

Google 

Net and 

Cifar 10 

Google 

Net - 

98.9% and 

Cifar10 - 

98.8% 

[7] 

2017 

Rice Food Blast, false 

smut, brown 

spot, 

bakanae 

disease, 

sheath blight, 

sheath rot, 

bacterial leaf 

blight, 

bacterial 

sheath rot, 

Stochastic -

pooling, CNN, 

SoftMax 

function,10-fold 

cross-validation 

strategy 

CNN 95.48% 
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seedling 

blight, 

bacterial 

wilt. 

[8] 

2019 

Millet Food Mildew 

(plant dead, 

yellowing, 

malformatio

n of ear, 

plantule, 

partial green 

ear) 

Transfer 

learning, 

Optimizer= 

Stochastic 

Gradient 

Descent (SGD), 

Early stopping 

technique, 

Image Net, 

VGG 16 

MODEL 

CNN 95% 

[10] 

2009 

Cotton Cash Green stink 

bug, Bacteria 

angular, 

Ascochyta 

blight virus 

Image texture-

CCM, fractal 

dimension-Box 

Bounting 

algorithm, 

lacunarity- 

Gliding Box 

algorithm, 

Cross-validation 

SVM, 

Multi-

class 

classificati

on 

93.10% 

[12] 

2019 

Soybean Cash Bacterial 

disease, 

downy 

mildew, 

spider mite, 

with pest, 

with 

pesticide, 

virus disease 

CNN, Google 

Net, Alex Net, 

ResNet 50, 

augmentation, 

transfer learning 

CNN CNN with 

ResNet50

= 94.29% 

[24] 

2015 

Tea Plantation 5 types of tea 

diseases 

Neural network 

ensemble, 

negative 

correlation 

learning 

Neural 

Network 

Ensemble 

and ANN 

91% 

[25] 

2018 

Coffee Plantation coffee leaf 

rust, coffee 

Decision tree, k 

means 

BPNN 94.5% 

accuracy    
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berry 

disease, 

coffee wilt 

disease 

segmentation, 

median filtering  

(with tanh 

activation 

function) 

[13] 

2010 

Sugar beet Horticulture Cercospora 

leaf spot, leaf 

rust, and 

powdery 

mildew 

Multiclass 

classification-

SVM (OAO), 

Cross-validation 

SVM, 

Decision 

trees, 

ANN 

1-2% 

diseased 

leaf area 

=65% 

accuracy 

for all 

leaves. 

More than 

10% 

diseased 

leaf area 

by leaf 

spots=100

%. 6-9% 

diseased 

leaf area 

by rust = 

95% 

[15] 

2013 

Banana, 

guava, 

beans, 

jackfruit, 

Lemon, 

Mango, 

Potato, 

Tomato 

Horticulture Late scorch, 

Bacterial 

spot, Fungal 

spot, 

Chocolate 

spot, 

Bacterial 

disease, 

Fungal 

disease, 

Sunburn, 

Sooty mold, 

Early blight, 

Late blight, 

Scorch, 

Ashen mold, 

Leaf lesion 

Color 

transformation 

structure, color 

co-occurrence 

method, 

minimum 

distance 

criterion, SVM 

minimum 

distance 

criterion, 

SVM 

Minimum 

Distance 

Criterion 

= 86.77%, 

improved 

accuracy=

94.74% 

by SVM 

[16] Tomato Horticulture Tomato Image resizing- SVM in Classificat
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2015 spotted wilt 

virus, 

Tomato 

yellow leaf 

curl virus 

preprocessing, 

geometric and 

histogram 

features-feature 

extraction, K-

means clustering 

algorithm, N-

fold cross-

validationtechni

que 

different 

kernel 

functions 

ion 

accuracy-

90% in 

general, 

highest 

classificati

on rate-

91.5 % 

using 

Quadratic 

kernel 

function. 

[17] 

2015 

Cucumber Horticulture Downy 

mildew, 

blight, and 

anthracnose, 

Region growing 

algorithm, PNN 

PNN 91.08% 

[18] 

2016 

Apple Horticulture Powdery 

mildew, 

mosaic, and 

rust 

Color 

transformation, 

region growing 

algorithm,  

genetic 

algorithm, 

correlation-

based feature 

selection 

SVM  Training 

set= 

95.48% 

,testing 

set= 

94.22% 

[19] 

2016 

Banana, 

beans, 

lemon, rose 

Horticulture Early scorch,  

bacterial leaf 

spot, 

sunburn, a 

fungal 

disease 

co-occurrence 

method, k means 

clustering, 

Genetic 

algorithm, 

minimum 

distance 

criterion, SVM 

 

Minimum 

distance 

criterion, 

SVM 

97.60% 

[22] 

2018 

 Apple, 

banana 

strawberry, 

blueberry,c

abbage,cele

ry,cherries,

Horticulture Bacterial 

spot, early 

blight, late 

blight, 

powdery 

mildew, leaf 

VGG model, 

Alexnet, Google 

Net, CNN 

VGG 

model, 

CNN 

99.53% 
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corn,cucum

ber,eggplan

t,gourd,gra

pe,orange,p

each,beans,

pepper,oni

on,potato,p

umpkin,ras

pberry,soy

bean,squas

h,tomatoes 

mold. Target 

spot, apple 

scab. Black 

rot etc... 

 

In figure 8, the Neural Network leads all other classifiers concerning frequent usage. 

Later SVM reaches close to the Neural Network. The leftover portions are chosen by other 

classifiers. 

 
Figure.8. Analysis of Classifiers used 

 

4. Conclusion 

This paper presents a survey on the identification of plant diseases using image 

processing techniques. Various computer vision techniques were used to identify the plant 

diseases, but still, there is an impact on detecting all diseases using a single technique. From the 

survey, the results are compared with different approaches that end up with the algorithms like 

Support Vector Machine and Neural Network which plays an essential role and accomplishes 

more prominent performance in disease detection and classification. This approach provides an 

optimal solution for crop diseases. Researchers have done this work on a few plants only. Many 

more crop varieties are still there for diagnosis. Such varieties should be taken out for future 

work and the appropriate solution should be identified using different approaches. 
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